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Diabetes mellitus, a global health concern, includes type 1 diabetes, with an 
uncontrollable risk, and type 2 diabetes, where risk can be managed through 
lifestyle modifications. This study examines the impact of modifiable risk 
factors—diet, physical activity, and body mass index (BMI)—on type 2 
diabetes development. Using fuzzy logic, binary variables from a healthcare 
diabetes dataset were transformed into a fuzzy format, generating three 
output classes: "no diabetes risk," "possible diabetes risk," and "diabetes risk 
present." The intermediate class, "possible diabetes risk," serves as an alert 
for adopting healthier lifestyles to mitigate risk. Machine learning was 
applied to both the original and fuzzy-transformed datasets. While the 
original dataset provided binary outputs with moderate accuracy and higher 
computation times, the fuzzy-transformed dataset yielded more nuanced 
predictions, reduced computation time, and improved classifier performance. 
This approach enhances diabetes risk assessment and supports proactive 
interventions. 
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1. Introduction 

*Diabetes mellitus is a chronic metabolic disorder. 
It is rapidly progressing globally and causes 
substantial social, economic, and health 
consequences (Kaul et al., 2023). Insulin is secreted 
by the pancreas. Insulin plays a significant role in 
maintaining the blood glucose concentration level. 
The pancreas also produces glucagon, another 
hormone that functions in conjunction with insulin. 
Glucagon's function is to boost blood sugar levels if 
they fall too low, whereas insulin's function is to 
reduce blood sugar levels when necessary. By using 
this mechanism, the body makes sure that blood 
glucose levels stay within predetermined ranges, 
allowing the body to continue functioning (Guyton 
and Hall, 2011).  

Diabetes mellitus is a bihormonal disorder that 
results from combined defects of insulin and 
glucagon (Knudsen et al., 2019). Diabetes mellitus is 
classified into two types. Type 1 diabetes mellitus, 
often called juvenile diabetes, usually develops 
before the age of 40. It is an insulin-dependent 
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condition where the body produces little or no 
insulin. Type 2 diabetes mellitus, the more common 
type, typically occurs in adults and is therefore also 
known as adult-onset diabetes. It is a non-insulin-
dependent condition where the body becomes 
resistant to using insulin effectively. Common 
symptoms of diabetes mellitus include excessive 
thirst, frequent urination, increased hunger, fatigue, 
blurry vision, nerve damage, and weight gain 
(Guyton and Hall, 2011; Barrett et al., 2019). 

The two main causes of diabetes are obesity and 
the aging population. Pre-existing obesity and 
diabetes mellitus increase the risk of developing 
COVID-19 (Conte et al., 2024). In industrialized 
countries, the prevalence of diabetes mellitus is 5-6 
%, and it will increase in the future (Taxirovich et al., 
2024). Individuals suffering from diabetes mellitus 
are at a greater risk of developing cardiovascular 
diseases. Moreover, diabetes mellitus is a significant 
cause of uremia-related blindness and death. 
Diabetic foot syndrome and lower extremity 
gangrene account for about 40% of all non-traumatic 
lower extremity amputations (Husna et al., 2024).  

Some risk factors for diabetes can be influenced 
by behavioral changes, while others, such as age and 
family history, cannot be altered. The risk factors for 
Type 1 diabetes are non-modifiable, including age 
and family history. In contrast, Type 2 diabetes is 
associated with both modifiable and non-modifiable 
risk factors. Non-modifiable factors include age, race, 
family history, and gestational diabetes. Modifiable 
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factors include weight, physical activity, and dietary 
habits. Maintaining a healthy body mass index (BMI) 
of less than 25 can help reduce the risk of Type 2 
diabetes associated with modifiable factors (NIDDK, 
2022). 

A machine learning algorithm is a collection of 
rules used by an artificial intelligence system for 
discovering data patterns and output prediction. 
Gaussian Naïve Bayes (GNB) follows the Bayes 
theorem and depicts that each predictor has an equal 
influence on the outcome prediction. Support vector 
machines (SVM) construct a hyperplane known as a 
decision boundary, dividing the data point classes on 
either side of the plane. Adaptive boosting (AB) is a 
boosting technique that combines the predictive 
ability of multiple base estimators. Fuzzy logic is 
introduced by Zadeh (1965) and deals with the 
uncertainty of knowledge. In a fuzzy logic system, 
crisp inputs are transformed into fuzzy values 
through the fuzzification interface. These fuzzy 
values are then processed by the inference engine, 
which uses the fuzzy knowledge base to generate a 
fuzzy output. Finally, the fuzzy output is converted 
back into a crisp output through the defuzzification 
process (Hentout et al., 2023). 

This research utilizes fuzzy logic and machine 
learning to predict diabetes risk based on key 
modifiable factors, including diet, physical activity, 
and BMI. The standard approach of applying 
machine learning to diabetes datasets typically offers 
limited insights, only indicating whether diabetes 
risk is present or absent. Additionally, input 
predictors provide restricted information, focusing 
solely on whether a factor is followed or not.  

To address these limitations, fuzzy logic is 
incorporated to account for uncertainty and 
introduce the possibility of intermediate outcomes, 
represented by a "maybe" factor. The dataset is 
transformed into a fuzzy format, and machine 
learning techniques are applied to generate a fuzzy 
output. This output indicates whether the diabetes 
risk is present, absent, or possibly present. 
Integrating fuzzy logic with machine learning 
optimizes both performance metrics and 
computation time while enhancing the clarity and 
accuracy of risk predictions. 

The research is organized into several sections: 
Section 2 provides a literature review, Section 3 
outlines the methodology, Section 4 presents the 
results and discussion, and Section 5 concludes the 
study. 

2. Literature review 

The literature review relevant to the research 
work is, in the study of Khushal and Fatima (2024a), 
a novel methodology comprised of fuzzy machine 
learning logic has been proposed, which is used to 
diagnose the absence, presence, and risk of 
development of polycystic ovary syndrome (PCOS). 
Similarly, in another study, fuzzy computing 
concepts were used to determine whether the 
individual is living a healthy lifestyle or an unhealthy 

lifestyle (Khushal and Fatima, 2024b). In the study of 
Moiz et al. (2024), Bio-Link Strength, a fuzzy 
membership function, has been introduced, which 
uses fuzzy set theory concepts for the quantification 
of interaction strength with continuous values 
between 0 and 1. In a study by Ali et al. (2024), heart 
disease is diagnosed using a fuzzy expert system. 
The if-then rules have been formulated by doing 
extensive research and by consulting doctors in the 
relevant field. The proposed model has been tested 
using the Cleveland dataset, and it shows 98.08 % 
accuracy. A fuzzy homotopy analysis method was 
discussed in the study of Khwayyit and Suhhiem 
(2024) to obtain approximate but analytical 
solutions to initial value problems that contain fuzzy 
coefficients. The proposed approach allows the 
solving of fuzzy differential equations as an endless 
series containing fuzzy numbers.   

For the diagnosis of diabetes at the initial stage, 
Talukder et al. (2024) used different machine-
learning techniques on 4 different diabetes datasets. 
They have found out that random forest surpasses 
all other techniques for datasets 1 and 2. Moreover, 
decision tree and extreme gradient boosting surpass 
all remaining techniques for datasets 3 and 4. It is 
concluded that the proposed method can be 
employed for early diagnosis of the metabolic 
disorder mentioned. For the prediction of future 
dengue cases in Malaysia, Mustaffa et al. (2024) 
employed three forecasting techniques, including the 
neural network autoregressive technique. A 
prediction model for the diagnosis of Covid-19 is 
built using different machine learning techniques. 
The model also provides information regarding the 
severity of the illness (Luna-Benoso et al., 2024). 
Machine learning techniques have also been used to 
forecast the usage of electricity in homes. The 
accuracy has been improved due to the extraction of 
correlated features (Janjua et al., 2024). In another 
study, a forest-optimized neural network classifier 
model was proposed, and a slime mold algorithm 
was used for efficient feature selection. The 
technique is applied to the dataset of low academic 
performance in higher education. It is concluded that 
the proposed method is effective and shows 
improved results (Begum and Ashok, 2024).  

A correlation study by Nurhasanah et al. (2024) 
was conducted to find out the association between 
diet and mental health of older people suffering from 
diabetes, and it is concluded that anxiety in older 
people suffering from diabetes can hinder the ability 
to follow a diet plan. In a study by Modak and Jha 
(2024), diabetes, a global concern, has been 
diagnosed using different machine-learning 
techniques. Both foundation machine learning and 
ensemble methods are commonly utilized for 
diabetes prediction. The dataset has been extracted 
from Kaggle. Among all machine learning techniques, 
the accuracy of boost techniques surpasses all other 
techniques. Gestational diabetes mellitus is 
experienced during pregnancy due to the increased 
levels of glucose. In a study by Hasan et al. (2024), a 
fuzzy expert system has been used for early 
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diagnosis of gestational diabetes using risk factors. It 
is concluded that the proposed method can serve as 
a supporting tool in the healthcare environment. A 
prediction model for diabetes risk assessment has 
been developed by integrating lifestyle factors with 
health indicators (Nandan et al., 2024). This research 
has made use of a variety of datasets. Machine 
learning techniques have been applied to construct 
models. The accuracy of the proposed framework 
improved with the addition of lifestyle factors and 
health indicators. 

For the detection and prediction of diabetes, a 
fuzzy logic-based model has been described in 
Godfrey et al. (2023). The rules for diagnosis of 
diabetes and its risk factors have been acquired from 
experts in the field. All the gathered information has 
been incorporated during the model development. 
The significance of this model is that it can be 
deployed on edge-based devices. Hence, no medical 
experts would be needed. Digital pathology uses a 
virtual microscope for identification. Digital 
pathology is linked with different techniques, such as 
machine learning techniques (Gautam Goswami et 
al., 2023). Type-2 fuzzy logic-based nominal model 
for the robotic system is discussed in Alnufaie 
(2023). Money laundering is a significant global 
threat; therefore, Masrom et al. (2023) evaluated 
professional accountants' adherence to anti-money 
laundry regulations by employing machine learning 
techniques. In a study by Fatima et al. (2023), a novel 

clustering coefficient-dependent degree centrality 
has been introduced to analyze the links of the 
profitable nodes in a large product network. Modi et 
al. (2023) have addressed lifestyle diseases that are 
linked to people's daily activities, including smoking, 
alcohol intake, physical inactivity, and overeating. 
Additionally, typical machine learning methods for 
creating diagnostic models are provided. In a study 
by Abdullah et al. (2018), a fuzzy expert system was 
developed to assess the risk of developing diabetes. 
Data has been acquired from the journal and by 
interviewing domain experts. They also developed a 
GUI (Graphical User Interface) to aid doctors who 
are not experts in fuzzy logic. With the help of this 
system, the diagnostic time can be reduced since the 
outcome of the diagnosis can be known in a matter 
of seconds. 

3. Methodology 

3.1. Dataset description 

The dataset utilized for the implementation of the 
proposed methodology is the diabetes prediction 
data. The dataset has been extracted from the Kaggle 
website. There are 17 input features, and the output 
variable is the binary variable. Total number of 
patients is 70692. The data description is depicted in 
Fig. 1. 

 
Age Sex HighChol CholCheck BMI Smoker HeartDiseaseorAttack PhysActivity Fruits 
4.0 1.0 0.0 1.0 26.0 0.0 0.0 1.0 1.0 

12.0 1.0 1.0 1.0 26.0 1.0 0.0 0.0 1.0 
13.0 1.0 0.0 1.0 26.0 0.0 0.0 1.0 1.0 
11.0 1.0 1.0 1.0 28.0 1.0 0.0 1.0 1.0 
8.0 0.0 0.0 1.0 29.0 1.0 0.0 1.0 1.0 

Veggies HvyAlcoholConsump GenHlth MentHlth PhysHlth DiffWalk Stroke HighBP Diabetes 
1.0 1.0 3.0 5.0 30.0 0.0 0.0 1.0 0.0 
1.0 0.0 3.0 0.0 0.0 0.0 0.0 1.0 0.0 
1.0 1.0 1.0 0.0 10.0 0.0 0.0 0.0 0.0 
1.0 1.0 3.0 1.0 3.0 0.0 0.0 1.0 0.0 
1.0 1.0 2.0 0.0 0.0 0.0 0.0 0.0 0.0 

Fig. 1: Considered diabetes dataset description  
 

3.2. Data preprocessing and feature selection 

The considered dataset has been preprocessed to 
make sure the data is in an appropriate form before 
the model training. The dataset description has been 
checked, and features have been visualized to 
determine the presence of null values, outliers, and 
categorical values. For feature selection, basic 
modifiable risk factors for type 2 diabetes, as 
discussed in Section 1 have been considered, which 
are BMI, Physical activity, fruits, and vegetables. 

3.3. Fuzzy concepts implementation on a 
considered dataset 

The fuzzy logic is applied to the binary input 
parameters of the dataset. The only numerical 
parameter from the modifiable risk factors is the 
BMI, which is divided into two categories: the 
healthy range if the BMI is less than 25 and the 
unhealthy range if the BMI is greater than 25. The 

division is done in the light of literature. The 
remaining three binary variables were fuzzified by 
comparing them with each other. If all variables have 
the same kind of input value, the same value is 
assigned to their common output. If the value of two 
variables is 0 and the value of the remaining variable 
is 1, 0.25 is assigned to their common output. If the 
value of two variables is 1 and the value of the 
remaining variable is 0, 0.75 is assigned to their 
common output. This transformation in the form of a 
truth table is represented by Table 1.  

 
Table 1: Truth table of fuzzy data transformation of binary 

input variables 
a b c z 
0 0 0 0 
0 0 1 0.25 
1 1 0 0.75 
0 1 0 0.25 
0 1 1 0.75 
1 0 0 0.25 
1 0 1 0.75 
1 1 1 1 
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Mathematically, this fuzzy transformation can be 
represented as 

  
𝑧

=

{
 
 

 
 

0 𝑖𝑓𝑓 𝑎 = 0 𝐴𝑁𝐷 𝑏 = 0  𝐴𝑁𝐷 𝑐 = 0
1 𝑖𝑓𝑓 𝑎 = 1 𝐴𝑁𝐷 𝑏 = 1  𝐴𝑁𝐷 𝑐 = 1

0.25 𝑖𝑓𝑓 𝑒𝑖𝑡ℎ𝑒𝑟 𝑎 = 0 𝐴𝑁𝐷 𝑏 = 0 𝐴𝑁𝐷 𝑐 = 1 𝑂𝑅 𝑎 = 1 𝐴𝑁𝐷
 𝑏 = 0 𝐴𝑁𝐷 𝑐 = 0 𝑂𝑅  𝑎 = 0 𝐴𝑁𝐷 𝑏 = 1 𝐴𝑁𝐷 𝑐 = 0

0.75 𝑖𝑓𝑓 𝑒𝑖𝑡ℎ𝑒𝑟 𝑎 = 0 𝐴𝑁𝐷 𝑏 = 1 𝐴𝑁𝐷 𝑐 = 1  𝑂𝑅 𝑎 = 1
 𝐴𝑁𝐷 𝑏 = 1 𝐴𝑁𝐷 𝑐 = 0 𝑂𝑅 𝑎 = 1 𝐴𝑁𝐷 𝑏 = 0 𝐴𝑁𝐷 𝑐 = 1

   

                 (1) 

 
The three binary input variables have been 

transformed into a fuzzy format by following the 
above-stated equation and truth table. Their output 
variable is called z (healthy lifestyle factors). 
Previously, the binary variables provided only 

limited information, which included yes and no. 
However, by implementing fuzzy logic concepts, they 
are fuzzified and now also consider their uncertain 
side. Instead of providing yes and no information, it 
now provides middle values, which are the factors 
that may be absent and factors that may be present. 
Due to this transformation, the output variable of the 
dataset, which is diabetes risk prediction, is also 
transformed from binary output to fuzzy output. 
Hence, now provides three kinds of output, which 
are diabetes risk is absent (0), may be present (1), 
and present (2), as shown in Table 2. Thus, if the 
diabetes risk may be present, the necessary factors 
that are absent can be followed to remove the risk of 
diabetes. 

 
Table 2: Depiction of fuzzy data transformation of considered dataset 

Physical activity Fruits Veggies Healthy lifestyle factors BMI Diabetes risk prediction 
0 0 0 0 20 1 
1 1 0 0.75 26 2 
1 1 1 1 34 1 
1 0 1 0.75 24 0 
1 0 0 0.25 20 2 

 

3.4. Machine learning of normal and fuzzy 
transform data 

Machine learning techniques are first applied to 
the non-fuzzy dataset. Machine learning classifiers 
that have been utilized are GNB, SVM, and AB. The 
usual metrics of classifiers and computation time 
have been computed. Afterward, machine learning 
techniques, GNB, SVM, and AB, were applied again to 
the fuzzy transformed dataset. As depicted in Fig. 2, 

the crisp input that is the considered dataset goes 
into the fuzzification box, where it is transformed 
into a fuzzy input, as discussed in section 3.2. 
Subsequently, the transformed dataset goes into an 
inference engine whereby, using machine learning 
techniques and rules stored in the rule base, the 
fuzzy output is produced. The rules are represented 
in Table 3.  

 

Crisp Input
Fuzzification 

Box
Inference 

Engine
Fuzzy Output

Rule Base

 
Fig. 2: Visualization of fuzzy logic fusion with machine learning 

 
Table 3: Rules for diagnosis of diabetes risk 

# Rules 
1 If BMI is in the healthy range and healthy lifestyle factors are present, then diabetes risk is absent 
2 If BMI is in the healthy range and healthy lifestyle factors may be present, then diabetes risk may be absent 
3 If BMI is in the healthy range and healthy lifestyle factors may be absent, then diabetes risk may be absent 
4 If BMI is in the healthy range and healthy lifestyle factors are absent, then diabetes risk may be absent 
5 If BMI is in the unhealthy range and healthy lifestyle factors are present, then diabetes risk may be present 
6 If BMI is in the unhealthy range and healthy lifestyle factors may be present, then diabetes risk is present 
7 If BMI is in the unhealthy range and healthy lifestyle factors may be absent, then diabetes risk is present 
8 If BMI is in the unhealthy range and healthy lifestyle factors may be absent, then diabetes risk is present 

 

4. Results and discussion 

The results of machine learning implementation 
on normal and fuzzy transformed datasets have been 
discussed in this section. The metrics of classifiers 
and computation time have been calculated. 
Accuracy is used to find out the percentage of correct 
predictions. Precision is the percentage of accurate 
predictions made overall for each class across all 
classes in the sample. Recall is the percentage of 
accurate predictions made from each class's total 

predictions across all classes in the dataset. The f-1 
score is the harmonic mean of precision and recall. 

4.1. Results of considered diabetes dataset 

The application of machine learning on the 
normal dataset shows that the average result and 
accuracy are in the range of 60s, as shown in Table 4. 
The computation time is also long. However, by 
incorporating the fuzzy concept, the accuracy of all 
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three machine learning techniques, GNB, SVM, and 
AB, has been significantly improved. The 
computational time for all three techniques has been 
significantly improved, as demonstrated in Table 5. 
This indicates that the proposed method is effective 
for optimizing both computation time and classifier 
performance metrics. Additionally, it offers a more 

comprehensive approach to diabetes diagnosis, 
leading to greater accuracy. By considering the 
uncertainty in the output variable—indicating that 
diabetes risk may be present—the method provides 
a valuable alert for patients. This encourages them to 
adopt healthy lifestyle habits to reduce the risk of 
diabetes associated with key modifiable factors. 

 
Table 4: Results of the normal dataset 

Machine learning 
Classifier 

Diabetes dataset  
Accuracy Macro avg precision Macro avg recall Macro avg F1-score Time (Seconds) 

GNB 0.62 0.63 0.62 0.62 0.26 
SVM 0.64 0.64 0.64 0.63 471.58 
AB 0.64 0.64 0.64 0.64 5.73 

Avg: Average 

 
Table 5: Results of fuzzy transformed diabetes dataset 

Machine learning 
classifier 

Fuzzy adapted diabetes dataset  
Accuracy Macro avg precision Macro avg recall Macro avg F1-score Time (Seconds) 

GNB 0.92 0.91 0.92 0.91 0.09 
SVM 0.98 0.97 0.98 0.97 62.24 
AB 0.89 0.91 0.81 0.82 2.84 

 

4.2. Result of first validation dataset (PCOS 
dataset) 

The validation of the technique is performed 
using the polycystic ovary syndrome dataset (PCOS) 
(Kottarathil, 2020). Modifiable factors, such as 
weight gain, fast food, regular physical activity, and 
BMI, have been considered from the dataset. The 
binary variables weight gain, regular sleep, and 
physical activity have been transformed into a single 

variable, z. Machine learning techniques are applied 
to the original dataset, and afterward, they are 
applied to the fuzzy transformed dataset. The 
machine learning techniques on the fuzzy 
transformed dataset have shown improved results, 
and computation time has also been optimized. 
Moreover, the concept provides a broad vision for 
diagnosing PCOS. The results of both 
implementations are shown in Tables 6 and 7. 

 
Table 6: Results of normal PCOS dataset 

Machine learning 
classifier 

PCOS dataset  
Accuracy Macro avg precision Macro avg recall Macro avg F1-score Time (Seconds) 

GNB 0.87 0.90 0.87 0.87 0.05 
SVM 0.94 0.95 0.93 0.94 0.54 
AB 0.95 0.95 0.95 0.95 124.43 

 
Table 7: Results of fuzzy transformed PCOS dataset 

Machine learning 
classifier 

Fuzzy adapted PCOS dataset  
Accuracy Macro avg precision Macro avg recall Macro avg F1-score Time (Seconds) 

GNB 0.92 0.91 0.92 0.91 0.09 
SVM 0.98 0.97 0.98 0.97 62.24 
AB 0.89 0.91 0.81 0.82 2.84 

 

4.3 Results of the second validation dataset 
(Osteoporosis risk prediction dataset) 

The proposed technique has also been validated 
using the osteoporosis risk prediction dataset 
(Kulkarni, 2024). The six modifiable risk factors 
considered from a dataset are smoking, alcohol 
consumption, physical activity, body weight, intake 
of calcium, and intake of vitamin D. The first three 
factors have been compared with each other, and 
their resultant value is termed z1. Moreover, the 
remaining three factors have also been compared 
with each other. Their output is termed as z2. These 
two modified variables have been used to find out 
the absence, may be present, and presence of 
osteoporosis risk in the individuals. Machine 
learning techniques were applied to the normal 
dataset and then to the fuzzy transformed dataset. 
Their results are represented in Tables 8 and 9. The 

implementation of machine learning techniques on 
the fuzzy transformed dataset has optimized all 
considered metrics of the classifiers along with the 
computation time.  

The results of the research highlight several 
significant improvements achieved by integrating 
machine learning with fuzzy logic. Traditional 
machine learning techniques, as applied in previous 
studies, were limited in terms of providing normal 
accuracy and computation times. They did not 
address the inherent uncertainty in input and output 
variables and offered limited predictions, merely 
indicating whether the disease was present or 
absent. Furthermore, these methods lacked the 
capacity to provide proactive alerts to individuals 
regarding necessary lifestyle changes to mitigate 
risks. 

In contrast, the proposed approach, which 
integrates fuzzy logic with machine learning, has 
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demonstrated optimized accuracy and reduced 
computation times. By considering the uncertainty of 
input and output variables, the method broadens the 
scope of predictions, introducing a middle category 
that indicates the potential presence of risk. This 
additional category serves as a valuable warning 

mechanism, encouraging individuals to adopt 
preventive measures. Ultimately, this innovative 
approach provides a more comprehensive and 
effective method for predicting and mitigating 
disease risks. 

Table 8: Results of normal osteoporosis risk prediction dataset 
Machine learning 

classifier 
Osteoporosis dataset 

Accuracy Macro avg precision Macro avg recall Macro avg F1-score Time (Seconds) 
GNB 0.87 0.91 0.87 0.87 0.3 
SVM 0.89 0.89 0.89 0.89 5.4 
AB 0.91 0.91 0.91 0.91 7.9 

Table 9: Results of fuzzy transformed osteoporosis risk prediction dataset 
Machine learning 

classifier 
Fuzzy adapted osteoporosis dataset 

Accuracy Macro avg precision Macro avg recall Macro avg F1-score Time (Seconds) 
GNB 0.99 0.99 0.99 0.99 0.18 
SVM 0.99 0.99 0.99 0.99 0.2 
AB 0.99 0.99 0.99 0.99 2.5 

5. Conclusion

Diabetes is a significant global health issue. While 
the risk factors for Type 1 diabetes are non-
modifiable, those for Type 2 diabetes include both 
modifiable and non-modifiable factors. This research 
focuses on three key modifiable risk factors: physical 
activity, BMI, and diet. These factors were used to 
develop a machine learning model to predict 
whether the risk of diabetes is present or absent. 
However, real-world problems often involve 
uncertainty, where symptoms and factors do not 
provide a clear distinction between risk being 
present or absent. To address this, a combination of 
fuzzy logic and machine learning was introduced. 
Fuzzy concepts were applied to transform input 
variables, which in turn transformed the output 
variable. The transformed output provides three 
possible outcomes: the risk is absent, may be 
present, or present. The additional "may be present" 
category serves as a warning for patients to adopt 
healthier lifestyle habits to reduce the risk of Type 2 
diabetes associated with modifiable factors. The 
proposed methodology was also validated using 
datasets for PCOS and osteoporosis risk prediction. 
The results were satisfactory, demonstrating that 
this method can be effectively applied to various 
healthcare datasets. 
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