
 International Journal of Advanced and Applied Sciences, 11(11) 2024, Pages: 92-98  
 

 
 

 
 

Contents lists available at Science-Gate  

International Journal of Advanced and Applied Sciences 
Journal homepage: http://www.science-gate.com/IJAAS.html 

 

 

92 

 

Statistical edge detection with an application to intraventricular 
hemorrhage 
 

 

Sameer A. H. Al-Subh *, Kamal A. Al-Banawi 
 
Department of Mathematics and Statistics, Mutah University, Al-Karak, Jordan 
 

A R T I C L E  I N F O   A B S T R A C T  

Article history: 
Received 21 May 2024 
Received in revised form 
14 September 2024 
Accepted 28 October 2024 

The goal of edge detection is to determine whether a point in an image is an 
edge point. This is done by applying first and second derivative operators to 
detect the greatest change in image intensity. In this paper, we propose a 
new method where the threshold, represented by the average �̅�, is calculated 
within a neighborhood of I(x1,x2). This approach not only reduces processing 
time but also ensures that no pixels are missed. Pixels below the threshold 
are replaced after enhancement. We extend this work by applying the Canny 
edge detector (CED) to detect boundaries in MRI images of abnormal brains 
affected by intraventricular hemorrhage (IVH). Two thresholds are used: the 
hysteresis threshold in the CED and our proposed statistical threshold, which 
works alongside traditional edge operators like Sobel, Prewitt, and Laplacian. 
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1. Introduction 

*In recent years, advances in medical imaging 
technology have greatly improved the use of medical 
images in patient diagnosis. MRI images have 
become a key tool for clinical diagnosis and 
treatment. However, the quality of these images can 
influence medical assessments and is often affected 
by noise, image distortions, and human factors. As a 
result, the edges in MRI images may appear unclear, 
making it challenging for the human eye to discern 
subtle details accurately. Therefore, thorough 
research into effective edge detection methods for 
MRI images is essential, with statistical approaches 
being particularly recommended. In our study, we 
focus on detecting edges in images of 
Intraventricular Hemorrhage (IVH) using the Canny 
edge detection operator (Canny, 1986). 

Shokhan (2014) recommended an improved 
Canny edge detection algorithm, which can better 
detect the edges of low-resolution angiograph 
images. Mao (2017) solved the problem of edge 
detection in medical images based on an improved 
bacterial chemotaxis-based ant colony algorithm. 
Qian (2019) used an adaptive median filter to 
denoise, the Sobel operator to calculate gradient 
magnitude direction, to refine image non-maximum 
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suppression, OSTU to calculate high and low 
thresholds to improve the Canny operator, and to 
conduct experiments on medical images. 

You et al. (2023) explored the application of the 
wavelet transform modulus maxima method 
combined with the OTSU thresholding technique for 
edge detection, demonstrating improved 
performance in images with complex backgrounds. 
The authors highlight the method's effectiveness in 
enhancing detection quality and efficiency, making it 
a valuable reference for contemporary edge 
detection research. Sun et al. (2022) provided an 
extensive overview of edge detection techniques, 
covering both traditional methods and recent 
advancements in deep learning approaches, offering 
valuable insights into the evolution and current state 
of edge detection algorithms. Zhou and Yuan (2024) 
introduced a biorthogonal cubic special spline 
wavelet designed to enhance edge detection in 
images, particularly in noisy environments. The 
proposed method effectively addresses noise while 
preserving edge details, offering a robust solution for 
edge detection tasks. An improved edge detection 
method for medical images based on fractional 
differential algorithm and the experimental results 
show that the method not only effectively extracts 
image edge features but also has a good inhibitory 
effect on noise. Jogi and Srinivasa Rao (2022) 
presented an enhanced edge detection technique 
that combines adaptive thresholding with 
morphological operations to improve the accuracy of 
edge detection in medical images. The method 
focuses on refining edge detection by addressing 
issues related to noise and varying image intensities. 
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Liu et al. (2011) proposed a morphological edge 
detection method using multi-structuring elements 
and multi-scale morphology based on image fusion 
within the wavelet domain, enhancing the extraction 
of edge information for more accurate detection 
results. Tan et al. (2020) proposed a novel 
multimodal medical image fusion algorithm that 
utilizes multi-scale morphological gradient 
operators to extract gradient information, indicating 
contrast intensity in the neighborhood of a pixel. The 
method effectively enhances edge detection and 
noise suppression in medical images, aligning with 
the principles of multi-scale morphological entropy-
based edge detection. Gao et al. (2010) proposed an 
improved Sobel edge detection method that 
enhances the traditional Sobel operator by 
optimizing the gradient thresholding and 
incorporating new techniques to achieve more 
accurate and robust edge detection results. Wang 
and Ma (2024) presented a super-resolution 
reconstruction algorithm for medical images that 
combines wavelet transform with multi-scale 
adaptive feature selection. The method effectively 
enhances edge detection and improves the quality of 
3D medical image reconstruction, addressing 
challenges in accurately extracting edges from 
complex medical images. Alnaggar et al. (2024) 
comprehensively reviewed various artificial 
intelligence techniques, including intelligent 
algorithms for edge detection, applied to medical 
image analysis. It provides insights into the 
efficiency, computational complexities, and 
scalability of these approaches, highlighting 
advancements in optimizing edge detection in 
medical imaging. Cao (2019) projected that the 
Canny edge detection algorithm is very suitable for 
medical image processing and has considerable 
significance in this field. Lu et al. (2023) integrated 
the Sobel operator with multi-attention 
segmentation networks to enhance edge detection 
and segmentation accuracy in medical images, 
demonstrating the practical significance of the Sobel 
operator in medical image analysis and retrieval. 
Trujillo-Pino et al. (2013) discussed techniques for 
accurate subpixel edge detection, focusing on 
enhancing precision, which could be relevant to 
algorithms like morphological gradients and Zernike 
moments applied to edge detection tasks. 

Edge detection operators are commonly used in 
image processing to create new images with sharp, 
well-defined boundaries from existing ones. Edges 
are identified by locating pixels where the intensity 
changes significantly relative to their surrounding 
neighborhood. These changes are calculated and 
used to detect edges through gradient and 
difference-based operators, which rely on the first 
and second derivatives of image intensity. 

If “I” denotes the intensity function defined on the 
2-dimensional array of the image, then “I” is a two 
variable real function 𝐼(𝑥1, 𝑥2). Let 𝐼𝑥1

 and 𝐼𝑥2
 be the 

partial derivatives of “I” with respect to 𝑥1 and 𝑥2 
respectively. Then ∇𝐼, the gradient vector of the 

intensity function “I”, is given by ∇𝐼 = 𝐼𝑥1
𝑖̂ +  𝐼𝑥2

𝑗̂ 

where 𝑖,̂ 𝑗̂ are the usual coordinate unit vectors 
(Corwin and Szczarba, 1979; Adams, 1995). Let ‖∇𝐼‖ 
be the magnitude of the gradient, then ‖∇𝐼‖ =

√𝐼𝑥1
2 + 𝐼𝑥2

2 . 

The change in  𝐼(𝑥1, 𝑥2) is usually expressed by 
‖∇𝐼‖, hence the maximum value of the change of 
intensity is the maximum value of the gradient. This 
means that an edge is present if the gradient value of 
the intensity function is maximum or if the gradient 
value surpasses a certain threshold. Since the 
domain of digital images is discrete, the partial 
derivatives in the magnitude of the gradient can be 
approximated by simple first differences. It is the 
formula for the first differences that distinguishes 
one operator from another. 

The first step in constructing an edge operator is 
selecting an appropriate neighborhood size around a 
point in the image, typically using a 2×2 or 3×3 
block. This neighborhood consists of a set of points 
defined relative to the central image point. In image 
processing, the neighborhood may include or 
exclude the central point and can contain points that 
are not necessarily adjacent. To approximate the 
derivative, intensity values from the neighborhood 
are used to calculate simple first differences. A 
matrix is then created to represent these values, 
matching the neighborhood's size. The elements of 
this matrix are derived from coefficients 
corresponding to terms in the neighborhood, with 
any term not appearing represented as zero. This 
matrix is referred to as the convolution kernel (or 
mask) for estimating the partial derivative. 
Convolution involves placing an n×n operator over 
an n×n neighborhood in the image, multiplying 
corresponding values, and summing the results 
(Miller and Zeuch, 1989). The approximation results 
are derived using convolution kernels, and these 
results are then combined point by point using a 
suitable method to obtain the final gradient estimate. 
Typically, when approximating the gradient, two 
values, 𝑉1 and 𝑉2, are used. There are two common 
methods for calculating the magnitude of the 
gradient at an image point: the root mean square 
(RMS) method and the absolute value (AV) method. 
In the RMS method, the values 𝑉1 and 𝑉2 are 

combined as 𝑉 = √𝑉1
2 + 𝑉2

2. In the AV method, they 
are combined as 𝑉 = |𝑉1| + |𝑉2|.  

The most well-known first derivative directional 
operators are the Prewitt and Sobel operators 
(Prewitt, 1970). Prewitt uses the neighborhood:  

 
𝑓(𝑥1 − 1, 𝑥2 − 1) 𝑓(𝑥1 − 1, 𝑥2) 𝑓(𝑥1 − 1, 𝑥2 + 1) 

𝑓(𝑥1, 𝑥2 − 1) 𝑓(𝑥1, 𝑥2) 𝑓(𝑥1, 𝑥2 + 1) 
𝑓(𝑥1 + 1, 𝑥2 − 1) 𝑓(𝑥1 + 1, 𝑥2) 𝑓(𝑥1 + 1, 𝑥2 + 1) 

 

The two values used here are: 
 
𝑉1 = 𝑓(𝑥1 + 1, 𝑥2 − 1) +  𝑓(𝑥1 + 1, 𝑥1) +  𝑓(𝑥1 + 1, 𝑥2 + 1)

− 𝑓(𝑥1 − 1, 𝑥2 − 1) − 𝑓(𝑥1 − 1, 𝑥2)
− 𝑓(𝑥1 − 1, 𝑥2 + 1),  
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𝑉2 = 𝑓(𝑥1 − 1, 𝑥2 + 1) +  𝑓(𝑥1, 𝑥2 + 1) +  𝑓(𝑥1 + 1, 𝑥2 + 1)
− 𝑓(𝑥1 − 1, 𝑥2 − 1) − 𝑓(𝑥1, 𝑥2 − 1)
− 𝑓(𝑥1 + 1, 𝑥2 − 1). 

 

The convolution kernels are (
−1 −1 −1
0 0 0
1 1 1

) and 

(
−1 0 1
−1 0 1
−1 0 1

).  

 
Sobel uses Prewitt’s neighborhood with the 

values: 
 
𝑉1 = 𝑓(𝑥1 + 1, 𝑥2 − 1) + 2 𝑓(𝑥1 + 1, 𝑥2)

+  𝑓(𝑥1 + 1, 𝑥2 + 1) − 𝑓(𝑥1 − 1, 𝑥2 − 1)
− 2𝑓(𝑥1 − 1, 𝑥2) − 𝑓(𝑥1 − 1, 𝑥2 + 1),  

𝑉2 = 𝑓(𝑥1 − 1, 𝑥2 + 1) + 2 𝑓(𝑥1, 𝑥2 + 1)
+  𝑓(𝑥1 + 1, 𝑥2 + 1) − 𝑓(𝑥1 − 1, 𝑥2 − 1)
− 2𝑓(𝑥1, 𝑥2 − 1) − 𝑓(𝑥1 + 1, 𝑥2 − 1). 

 

So that his convolution kernels are 

(
−1 −2 −1
0 0 0
1 2 1

) and (
−1 0 1
−2 0 2
−1 0 1

). 

 
Edge points are detected here by using the 

second derivative of the image intensity function. Let 
𝐼𝑥1𝑥1

𝑎𝑛𝑑 𝐼𝑥2𝑥2
 be the second-order unmixed partial 

derivatives of the intensity function I, then the 
Laplacian serves as the two-dimensional equivalent 
of the second derivative (Davis and Snider, 1995). 
The formula for the Laplacian of the intensity 
function is ∇𝐼2 = 𝐼𝑥1𝑥1

+ 𝐼𝑥2𝑥2
. A second derivative 

operator that approximates the Laplacian is derived 
using a sufficient assumption for an approximation 
to the first derivative. If 𝐼𝑥1

 is approximated by 

𝐼(𝑥1, 𝑥2 + 1) − 𝐼(𝑥1, 𝑥2), then: 
 
𝐼𝑥1𝑥1

= 𝐼(𝑥1, 𝑥2 + 1) − 2𝐼(𝑥1, 𝑥2) + 𝐼(𝑥1, 𝑥2 − 1)                (1) 

 

Is the desired approximation for the second 
partial derivative centered around (𝑥1, 𝑥2). Similarly,  
 
 𝐼𝑥2𝑥2

= 𝐼(𝑥1 + 1, 𝑥2) − 2𝐼(𝑥1, 𝑥2) + 𝐼(𝑥1 − 1, 𝑥2)               (2) 

 

By combining the last two approximations into a 
single one, the Laplacian can be put in the 
approximated form: 
 
∇𝐼2 ≈ 𝐼(𝑥1, 𝑥2 + 1) + 𝐼(𝑥1, 𝑥2 − 1) + 𝐼(𝑥1 + 1, 𝑥2) +
𝐼(𝑥1 − 1, 𝑥2) − 4𝐼(𝑥1, 𝑥2)                                                            (3) 
 

Thus, a 3 × 3 neighborhood centered about 
𝑓(𝑥1, 𝑥2) - as in Prewitt or Sobel (Prewitt, 1970)- is 

processed by the convolution kernel (
0 1 0
1 −4 1
0 1 0

). 

While edge detection in statistics exploits the 
idea of hypothesis testing, different methods are 
used in voting. For example, during the computation 
of the decision rule, Huang and Tseng (1988) used 
the mean and variance of the neighborhood for split 
and merge analysis. In our work, the threshold is the 
average intensity in the neighborhood of the pixel. 

2. Thresholding  

When using first derivative operators, an edge is 
identified if the gradient magnitude exceeds a 
certain threshold. The goal is to choose a threshold 
such that pixels with values below it are set to zero, 
while those with values above it are set to one. It 
may be necessary to perform the edge detection test 
multiple times with different threshold assumptions 
to achieve the desired image shape. To avoid making 
arbitrary threshold choices, an alternative approach 
called the iterative threshold selection (ITS) can be 
used. This method starts by selecting an initial 
threshold and then iteratively refines it to find an 
optimal value. Usually, the initial value is chosen as 
the statistical mean of the integers in the array after 
estimating the gradient (Wei et al., 2022; She, 2009).  

In order to implement and validate our proposed 
edge detection methods, we developed a series of 
programs using Matlab. These programs utilize 
established convolution operators and novel 
thresholding techniques to process and analyze 
image data effectively. Below, we outline key 
functions demonstrating how the Prewitt, Sobel, and 
Laplacian operators were applied in our approach. 
 
Prewitt Operator 
function [p]=prewitt (a) 
P1= [1 1 1; 0 0 0; -1 -1 -1]; 
P2= [1 0 -1; 1 0 -1; 1 0 -1]; 
% p1 and p2 are the convolution kernels (masks). 
h= conv2 (a, p1); 
v=conv2(a,p2); 
grad=sqrt (h.^2+v.^2); 
% The gradient is estimated using the RMS method. 
P=floor (grad); 
Sobel Operator 
function [s]=sobel (a) 
s1=[1 2 1; 0 0 0; -1 -2 -1]; 
s2=[1 0 -1; 2 0 -2; 1 0 -1]; 
% s1 and s2 are the convolution kernels (masks). 
h=conv2 (a,s1); 
v=conn2 (a,s2); 
Grad=sqrt(h.^2+v.^2); 
% The gradient is estimated using the RMS method. 
s=floor (grad); 
 
Thresholding 
function [th]=threshold (a1) 
[m1,n1]=size (a1); 
s=0; 
for i=1:m1 
     for j=1:n1 
           s=s+a1 (i,j); 
        end 
 end   
th=s/(m1*n1); 
v=th-2; 
s1=0; s2=0; k1=0; k2=0; 
while th~=v 
         for i=1:m1 
             for j=1:n1 
                    if a1(i,j)<=th 
                        s1=s1+a1(i,j); 
                         k1=k1+1; 
                    else 
                     s2=s2+a1(i,j); 
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                      k2=k2+1; 
                    end 
          end 
end 
v1=s1/k1; 
v2=s2/k2; 
v=(v1+v2)/2; 
if  th~=v; 
     th=v; 
    v=th-2; 
s1=0;s2=0;k1=0;k2=0; 
      end 
end 
th=v; 
Edge Detection 
function [fed] =firstedgedet (a1, th) 
% Edge detection using the threshold th. 
[m1,n1] =size (a1); 
fed=zeros (m1, n1); 
for i=1:m1 
    for j=1:n1 
        if a1 (i, j) >=th 
            fed (i, j) =1; 
           end 
      end 
end   
imshow (fed) 
The Laplacian Operator 
function [l]= laplacian (a) 
lap= [0 1 0; 1 -4 1; 0 1 0]; 
% lap is the convolution kernel (mask) 
v=conv2 (a, lap); 
% The image is edge detected. 
l=floor (v); 
Imshow (l) 

3. Statistical edge detection 

In Lim (2006), the author described an edge 
detector founded on the robust rank order (RRO) 
test, specifically designed for noisy images. His 
method is based on testing whether an 𝑛 × 𝑛 
convolution matrix is portioned into two 
submatrices having real differences in local gray-
level values between pixels in that matrix. Through 
the application of the Wilcoxon test, T-test, the 
Canny Edge Detector (CED) (Canny, 1986), and the 
RRO detector, experiments were conducted on real 
images corrupted by noise. 

Ünver et al. (2019) calculated the mean 
brightness (MB) level of the image to streamline 
computational time. The MB value served as a 
threshold, with pixels below this value being 
removed from the image. The calculation of the MB 
level by Ünver et al. (2019) is determined by 
 

Threshold Level =
1

𝑀×𝑁
∑ ∑ 𝐼𝑚𝑔(𝑖, 𝑗)𝑁

𝑗=1
𝑀
𝑖=1                           (4) 

 

where, 𝑀 × 𝑁 is the size of the image. 
We consider a small section of the noisy image 

represented by 𝑛 × 𝑛 neighborhood, where n is an 
odd number, with a point of interest 𝐼(𝑥1, 𝑥2) 
centered within it. Let 𝛿 > 0. The (𝑛 × 𝑛) − 1 gray 
level values are then divided into two categories: 
𝒜 = {𝑎1, … , 𝑎𝑟1

} and ℬ = {𝑏1, … , 𝑏𝑟2
}, where  𝑟1 +

𝑟2 = (𝑛 × 𝑛) − 1, while 

|𝐼(𝑥1, 𝑥2) − 𝑎𝑘| < 𝛿,
|𝐼(𝑥, 𝑦) − 𝑏𝑚| ≥ 𝛿, 𝑘 = 1, … , 𝑟1, 𝑚
= 1, … , 𝑟2. 

 

Let �̅� =
∑ 𝑎𝑘

𝑟1
𝑘=1

𝑟1
. Then, in our work, the threshold 

is the average �̅� in a neighborhood of 𝐼(𝑥1, 𝑥2), which 
saves more time, and no pixels are omitted. In fact, 
pixels below the threshold value are replaced by new 
ones after enhancement. 

Presently, our focus lies in testing the null 
hypothesis: 
 

𝐻0: |𝐼(𝑥1, 𝑥2) − 𝑎𝑘| < 𝛿  
 
against the alternative hypothesis, 
 
𝐻1: |𝐼(𝑥1, 𝑥2) − 𝑎𝑘| ≥ 𝛿                                                               (5) 

 
for the set 𝒜. Similarly, we can do another test for 
the set ℬ, here, 
 
𝐻0: |𝐼(𝑥1, 𝑥2) − 𝑏𝑘| ≥ 𝛿   
 
against, 
 
𝐻1: |𝐼(𝑥1, 𝑥2) − 𝑎𝑘| < 𝛿                                                                   (6) 
 

Take 𝐶𝑘 = {
𝑎𝑘 ,   𝑎𝑘 ∈ 𝒜
𝑏𝑘 ,    𝑏𝑘 ∈  ℬ

. To evaluate 𝐻0, we 

calculate the difference between the gray values. 
Then, 
 
𝑎𝑘 ∈ 𝒜 𝑖𝑓 |𝐼(𝑥1, 𝑥2) − 𝑎𝑘| < 𝛿, otherwise 𝑏𝑘 ∈  ℬ.   
 

Now, we compute the mean of the gray values in 

the set 𝒜, which is �̃� =
∑ 𝑎𝑘

𝑟
𝑘=1

𝑟
 where 𝑟 =

(𝑛×𝑛)−1

2
. 

Also �̃� =
∑ 𝑏𝑘

𝑟
𝑘=1

𝑟
. Take 𝑉𝑎 = ∑ (𝑎𝑘 −𝑟

𝑘=1

�̃�)2  and 𝑉𝑏 = ∑ (𝑏𝑘 − �̃�)
2𝑟

𝑘=1 . After getting test 

parameters and the homogeneity index of variances, 
the test statistic is given by,  
 

𝑇𝐴 =
𝑟 �̃�−𝑟 �̃�

2 √𝑉𝑎+𝑉𝑏+�̃��̃�
                                                                            (7) 

 

Similarly, 𝑇𝐵  can be calculated. Now, we reject 𝐻0 
for large values of, 
 
𝑇∗ = 𝑚𝑎𝑥. (𝑇𝐴, 𝑇𝐵)                                                                        (8) 
 

Then, we detect an edge if 𝑇∗ > 𝑡𝛼, for a specified 
threshold 𝑡𝛼 at a significant level 𝛼. The algorithm 
for detecting an edge  if 𝑇∗ > 𝑡𝛼 , for a indicated 
threshold 𝑡𝛼 at a significant level 𝛼 is as follows. 

 
Algorithm: Statistical edge detection algorithm 
 Step1: Consider a gray scale image Img. 
 Step2: For each pixel Img(i, j)of the image Img. 
 Step2.1: Find the 5 × 5 mask centering Img(i, j). 
 Step2.2: Find s=sum of intensities of all the pixels of the 

mask except Img(i, j). 
 Step2.3: Calculate avg=s/24. 
 Step2.4: Set p=0 and for each pixel in that 5 × 5 mask 

except the center pixel 
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 Increase p by 1 if the pixel has a difference of intensity 
with (i, j)th pixel less than or equal to δ. 

 Step2.5: If |Img(i, j) − ak| < δ then accept; Otherwise 
reject. 

4. Canny edge detector on IVH 

The Canny operator detects continuous and 
detailed edges quickly and efficiently. It is commonly 
used for detecting edges in MRI images (Yunhong et 
al., 2022). In our work, we compare the performance 
of the Canny operator with other edge detection 
methods, such as Sobel, Prewitt, and Laplacian 
operators, noting that the Canny operator processes 
images in less than one-third of the time required by 
the others. Compared to other techniques, it also 
offers faster computational times and lower memory 
usage. 

IVH refers to bleeding within the cerebral 
ventricular system and can be classified as either 
minimal (primary) or extensive (secondary) (Arboix 
et al., 2012). Our work focuses on detecting edges in 
IVH images and comparing these results with normal 
images using the Canny edge operator (Canny, 
1986). 

The CED is a multi-step algorithm for detecting 
edges in an input image. It involves calculating the 
first derivative of the Gaussian function to optimize 
both the signal-to-noise ratio and edge localization. 
The CED employs Hysteresis Thresholding to retain 
pixels with a gradient magnitude above a defined 
threshold while discarding those below a lower 
threshold. In our application, we use a threshold 
value of 7. 

Finally, Figs. 1 to 10 show a normal brain and an 
abnormal brain IVH before and after Canny edge 
detection. While Fig. 1 and Fig. 2 show a normal 
brain and an abnormal brain before Canny edge 
detection, respectively, the edge detection results by 
the Canny operator for both are shown in Fig. 3 and 
Fig. 4. Also, it is worth that to see how the original 
images look like after Sobel, Prewitt and Laplacian 
operators. Fig. 5 and Fig. 6 show normal brain and an 
abnormal brain with IVH after Sobel edge detection. 
Fig. 7 and Fig. 8 show normal brain and an abnormal 
brain with IVH after Prewitt edge detection. Fig. 9 
and Fig. 10 show normal brain and an abnormal 
brain with IVH after Laplacian edge detection. 

 

 
Fig. 1: A normal brain before Canny edge detection 

 
Fig. 2: An abnormal brain with IVH before Canny edge 

detection 

 

 
Fig. 3: A normal brain after Canny edge detection 

 

 
Fig. 4: An abnormal brain with IVH after Canny edge 

detection 

 

 
Fig. 5: A normal brain after Sobel edge detection 
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Fig. 6: An abnormal brain with IVH after Sobel edge 

detection 

 

 
Fig. 7: A normal brain after Prewitt edge detection 

 

 
Fig. 8: An abnormal brain with IVH after 

Prewitt edge detection 

 

 
Fig. 9: A normal brain after Laplacian edge detection 

 

 
Fig. 10: An abnormal brain with IVH after Laplacian edge 

detection 

5. Conclusion 

In this study, we achieved two primary 
objectives. The first was to introduce a new 
statistical threshold for edge detection by using the 
average value �̅� of the gray values within a 
neighborhood after testing the null hypothesis 
against the alternative hypothesis. The second 
objective was to apply the CED to enhance images of 
IVH using Hysteresis Thresholding, demonstrating 
that our new statistical threshold produced similar 
results when compared to traditional edge detection 
methods such as Sobel, Prewitt, and Laplacian 
operators. Compared to other techniques, the Canny 
edge detector offers faster processing times and 
requires less memory. 
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