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The main objective of this study is to develop a machine learning prediction 
model on employee misconduct that signals the failure of the integrity of law 
enforcement officers in performing their duties and responsibilities. Using a 
questionnaire survey of two hundred eighty-six participants, from senior 
officers to rank and file police officers, this study presents the fundamental 
knowledge on the design and implementation of a machine learning model 
based on four selected algorithms; generalized linear model, random forest, 
decision tree and support vector machine. In addition to demographic 
attributes, the performance of each machine learning algorithm on the 
employee's misconduct has been observed based on the attributes of general 
strain theory namely financial stress, work stress, leadership exposure, and 
peer pressure. The findings indicated that peer pressure was the most 
influencer in the prediction models of all machine learning algorithms. 
However, random forest is the most outperformed algorithm in terms of 
prediction accuracy. 
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1. Introduction 

*Law enforcement bodies including the police 
institution, play an important role in maintaining 
and managing public safety. As the representative of 
the government in offering services to citizens, law 
enforcement officers must safeguard the public's 
trust by performing their jobs effectively and in an 
ethical manner. However, an increasing number of 
misconduct incidents among law enforcement 
officers exposed by the media highlight the abuse of 
their entrusted power (Ferdik et al., 2013), which in 
turn tarnish their reputations. Indeed, the 
wrongdoing cases of law enforcement officers signal 
the failure of integrity in performing their duties and 
responsibilities to the public.   
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Police misconduct is an example of the integrity 
failure of law enforcement agencies and has become 
a substantial issue across the globe (Ferdik et al., 
2013; Weitzer and Tuch, 2004; Wu and Makin, 2021; 
Ouellet et al., 2019). Lofca (2002) defined police 
misconduct as inappropriate conduct and illegal 
actions taken by police officers that violate one or 
many criminal laws, departmental rules and 
regulations, and police ethical standards. Examples 
of police misconduct include false or misleading 
promises and information, violation of workplace 
rules, employment discrimination, sexual 
harassment, corruption, and offering or paying 
bribes. 

Similar to other countries, police misconduct is 
also one of the main issues faced by the Royal Police 
of Malaysia (Sia Abdullah and Zamli, 2014), which 
exposed the institution to public confidence risk. The 
Royal Malaysia Police (RMP) receives the highest 
complaints of misconduct from the public among the 
law enforcement agencies in Malaysia. More than 75 
percent of the institution’s total misconduct 
complaints every year involved RMP officers. In 
addition, the 2021 Corruption Perception Index (TI, 
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2021) measured the public perception of the 
corruption incidents perpetrated by the officials in a 
particular nation reports that Malaysia was in the 
61st position out of 180 countries and obtained only 
52 scores out of 100 (TI, 2021). The lower the CPI 
scores reflect the higher the public perception of the 
likelihood of public officials in Malaysia being 
entangled in corruption. 

Ferdik et al. (2013) stressed that police 
misconduct erodes public trust and confidence in 
police officers and seriously tarnishes the image of 
government enforcement agencies. In addition, Hope 
(2015) argued that police misconduct that 
compromises the institutional integrity of a policing 
system and undermines its legitimacy could 
subsequently damage the country’s reputation and 
weaken the ethical standards of the whole society 
(DCAF, 2012). According to DCAF (2012), the moral 
standard of society will be reduced as the public 
perceives the police as benefiting from unethical 
misconduct, and corruption, which in turn enhances 
the public’s willingness to engage in crime. 

Given the substantial adverse impact of police 
misconduct, it is important to predict such unethical 
behavior among the Royal Malaysia Police officers. 
To date, there are very limited studies on police 
misconduct in Malaysia except for asset 
misappropriation (Said et al., 2018) and corruption 
(Duasa, 2008). Thus, this study aims to expand on 
the existing body of knowledge by exploring the 
utilization of a machine learning classification 
approach for detecting police misconduct of RMP 
using four attributes of the general strain theory 
(Agnew, 1992); financial stress, work stress, as well 
as leadership and peers’ exposure. 

This study has two main contributions. First, it 
attempts to extend prior works (Burke, 1995; Cubitt 
et al., 2020a; Cubitt and Birch, 2021; Cubitt et al.,  
2020b) by providing evidence on police misconduct 
prediction models using machine learning in a 
developing country research setting; Malaysia. 
Second, it provides another design and 
implementation of machine learning prediction on 
police misconduct based on the general strain 
theory. The remainder of the paper is organized as 
follows. Section two provides a discussion of prior 
studies on police misconduct using machine learning 
algorithms. Section 3 elaborates on the data set of 
this study and the feature selection process. Section 
4 presents and discusses the experimental results for 
each algorithm. The final section provides the 
summary and conclusions. 

2. Literature review 

A number of studies (Burke, 1995; Cubitt et al.,  
2020a; Cubitt and Birch, 2021; Cubitt et al.,  2020b) 
have demonstrated that data mining, as well as 
artificial intelligence, approaches as alternative 
methodologies for classification and prediction 
problems of police misconduct. Burke (1995) was 
the first study that uses data mining classification 
techniques to predict police misconduct. The study 

constructs a police misconduct prediction model 
using a neural network called Brainmaker for the 
Chicago Police Department. The prediction model 
has been designed as an automated early warning 
system to identify and profile potential police 
misconduct. Further, the study by Cubitt et al. 
(2020a) aimed to predict misconduct among 
Australian police officers. Using 1200 respondents; 
600 police officers who have committed instances of 
serious misconduct, and a matched sample of 600 
comparison police officers across a 13-year period, 
the study constructs predictive models using a 
machine learning analysis, random forest. The 
findings show that secondary employment, 
performance issues as well as demographic variables 
were important predictors of police misconduct in 
the Australian setting. 

Meanwhile, Cubitt and Birch (2021) used several 
input factors including officer age, officer gender, 
detective rank, complainant age, and prior 
management action to develop a police misconduct 
prediction model based on a machine learning 
algorithm, random forest. The sample consists of 
3,830 officers who commit serious misconduct in the 
New York Police Department, between 2000 and 
2019. The results show that inexperienced officer 
attributes; rank and age are significantly affecting 
the prediction of misconduct among New York police 
officials.  In line with prior studies (Burke 1995; 
Cubitt et al., 2020a; Cubitt and Birch, 2021), Cubitt et 
al. (2020b) aimed to develop a robust predictive 
machine learning model on police misconduct. This 
study uses a theory of planned behavior's input 
factors and demographic attributes as predictors of 
serious police misconduct. The study utilized 
matched sample data; 600 police officers who have 
committed serious misconduct from 2005 to 2018, 
and a control group of 600 Australian police officers. 
Using a random forest algorithm, the results show 
that perceived behavioral control is a significant and 
good predictor for police serious misconduct. 

Following previous research (Bishopp et al., 
2020; Bishopp et al., 2016), this study utilized the 
general strain theory’s input factors to construct a 
machine learning prediction model on police 
misconduct in Malaysia. The GST has been widely 
used to understand the phenomenon of white-collar 
crime including employee misconduct. According to 
the theory, stress/pressure is an important predictor 
of employee misconduct. As an element of 
stress/pressure is seen as a significant component of 
police work, thus GST might provide robust 
explanations of police behavior and intention 
towards misconduct. This study uses four 
stress/pressure indicators namely financial stress, 
work stress, peer pressure, and leadership pressure. 

3. Research method 

3.1. Sample of data 

This study utilized a questionnaire survey, where 
the data was collected from 286 RMP officials. The 
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questionnaire consisted of two sections. Section 1 
consists of demographic information including 
gender, age, race, marital status, education level, 
work experience, department, and position level. 
Meanwhile, Section 2 contained four attributes of the 
general strain theory contributing to employee 
misconduct. Following prior studies (Reingold 2015; 
Parrouty, 2014; Arifin and Ahmad, 2017; Men, 2015; 
Kalshoven et al., 2011; Hart et al., 1994), several 

indicators have been used to measure each attribute. 
Each of these attributes was measured on a five-
point Likert scale allowing respondents to decide 
whether they strongly disagree, disagree, neutral, 
agree, or strongly agree. Estimates for each construct 
were obtained using the average values of its 
indicators. The number of items/indicators in 
Sections 1 and 2 and the source of measurements of 
the questionnaire are shown in Table 1. 

 
Table 1: General strain theory’s constructs 

Features/constructs Indicators References 
Work stress 10 items Reingold (2015) and Parrouty (2014) 

Financial stress 8 items Arifin and Ahmad (2017) 
Leadership pressure 10 items Men (2015) and Kalshoven et al. (2011) 

Peer pressure 8 items Hart et al. (1994) 

 

3.2. Correlations between the independent 
variable to the dependent variable 

Fig. 1 presents the independent variables (IVs) in 
predicting employee misconduct (dependent 
variable). Based on the Pearson correlation test, the 

attributes of general strain theory present a 
moderately strong correlation from the peer 
pressure attribute (above 0.5). Other IVs were 
having very low correlation mainly from the 
demographic attributes. 

 

 
Fig. 1: Correlations of each independent variable to the dependent variable 

 

3.3. The machine learning algorithms 

Four machine learning algorithms namely 
generalized linear model, random forest, decision 
tree, and support vector machine (SVM) have been 
executed in a 16GB computer RAM. Table 2 and 
Table 3 show the different error rates generated by 
the decision tree and random forest respectively 
during the preliminary machine learning hyper-
parameters tuning. 

The most optimal maximal depth for the decision 
tree is when the value was set to 15 at the lowest 
error rate of 17.8%. While in a random forest, the 
algorithm worked at the most optimum when the 
maximal depth was 7 with 60 numbers of trees. The 
setting allowed the algorithm to achieve an 18.4% of 
error rate. Different from SVM, it used Gamma and C 
as two important parameters (Table 4). The most 
optimal setting was 0.5 for Gamma and 100 for C to 
reach the lowest error rate at 18.1%. 

Table 2: Decision tree optimal setting 
Maximal depth Error rates (%) 

10 21.6 
4 19.1 
7 18.9 

10 18.9 
15 17.8 
25 18.8 

 
Table 3: Random forest optimal setting 

Number of trees Maximal depth Error rates (%) 
20 2 21.2 
60 2 21.3 

100 2 21.2 
20 4 20.0 
60 4 19.3 

100 4 19.3 
20 7 18.6 
60 7 18.4 

100 7 18.5 

 

For separating the training and testing datasets, 
the research split the training approach with a ratio 
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of 60:40 percentages. Therefore, from the 100 data, 
62 were used for the machine learning training, and 
40 were used for the machine learning testing. 

4. Results and discussion 

The results were divided into two. Firstly, the 
results of performances for the machine learning 
prediction models of the employee misconduct are 
given in the following Fig. 2. The performances are R 
squared depicted in Fig. 2, Root Mean Square Error 
(RMSE) in Fig. 3, and relative error in Fig. 4. 

 

Table 4: SVM optimal setting 
Gamma (RBF) C Error rates (%) 

0.005 10 19.5 
0.050 10 20.3 
0.500 10 18.3 

5 10 19.2 
0.005 100 22.7 
0.050 100 74.5 
0.500 100 18.1 

5 100 19.2 
0.005 1000 71.9 
0.050 1000 47.8 
0.500 1000 18.5 

5 1000 19.2 

 
 

 
Fig. 2: Results of R-squared 

 

 
Fig. 3: Results of RMSE 
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Fig. 4: Results of relative error 

 
R squared (R2) presents the proportion of the 

variance in the prediction model that is explained by 
the IVs. The highest R squared was generated in a 
random forest. Besides, the lowest error of root 
mean square error (RMSE) of 0.415 was also 
generated by random forest. The relative error, 
which is defined as the ratio of the absolute error to 

the actual measurement, has been presented as 
lower (less than 20%) by all the algorithms. 
Furthermore, it is interesting to observe how the IVs 
influenced the prediction model. Fig. 5 presents the 
comparisons of the IVs’ weight in each machine 
learning prediction model of employee misconduct. 

 

  

  
Fig. 5: Weights of IVs in the different machine learning algorithms 

 

Peer pressure was the top influencer in the 
prediction of the employee misconduct model 
mainly in random forest and generalized linear 

model. This is consistent with prior research, which 
found a significant relationship between peer 
exposure and employees misconducts (Quispe-
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Torreblanca and Stewart, 2019). Moreover, peers or 
a group of people with similar interests, 
backgrounds, social status, and ethicality provide the 
individual in the team with valuable information, 
guidance, and social support. Thus, peers can be 
served as a model that influences the behaviors and 
attitudes of others in the group (Palmonari et al., 
1991).  

All attributes from the general strain theory seem 
to be beneficial in all algorithms except in the 

generalized linear model that has zero effect from 
the Leadership Pressure. Demography attributes 
have a very low effect in all machine learning 
models, and extremely have no contribution in the 
generalized linear model. Fig. 6 and Fig. 7 depict the 
tree model generated by the decision tree and 
random forest (a number of trees equal to 60) 
respectively. 
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Fig. 6: The tree model from the decision tree 
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Fig. 7: The tree model from random forest 

 

The decision tree and random forest showed that 
peer pressure has been considered as the important 
feature in the two models to be the root of the 
features.  

5. Conclusion 

This study presents the fundamental design and 
implementation for machine learning prediction of 
employee misconduct among police officers in 
Malaysia. The results of machine learning 
performances and the effect of different attributes 
from the general strain theory and demographic 
have been presented in this study. Within the scope 
of the tested dataset, the attributes of general strain 
theory were found to give more impact on police 
misconduct compared to demographic input factors. 

This study has revealed an interesting finding to be 
extended in future research works. 
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