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Diabetes is the most prevalent condition worldwide, and diabetic retinopathy 
(DR) is a subsequent condition caused by acute diabetic cases. It causes 
severe degeneration of the retina. The compounding blood vessels bloat and 
often burst, causing fluid leaks in the aqueous humor. This, in turn, causes 
the creation of undesirable nerve fiber infractions from the occlusion of 
arteries. Diagnosis requires a manual retinal examination that can often be 
inconsistent and deliberate with potential flaws in the diagnosis. Early 
detection through an ophthalmologist is paramount to prevent the prognosis 
of severe vision loss. Considering the current leap of machine learning in the 
field of healthcare, early detection of DR can be potentially made efficient 
with intelligent systems. This research proposes methodologies to fine-tune 
the existing pre-trained architectures, attaining the classification accuracies 
of 98% to classify the ocular fundus images which identify early prediction of 
diabetes. Additionally, this study presents an exposition of other equally 
scrutinized approaches to ultimately showcase a deep neural network 
architecture that can precisely classify normal fundus and degenerated 
fundus from the lowest to the most severe hierarchy. Among several layers in 
the CNN model pre-tuning and post-tuning exception layers outperformed 
with good results. 
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1. Introduction 

*Diabetes historically referred to as diabetes 
mellitus, is a common disease observed in most 
people that can cause high sugar or glucose levels in 
a person's blood (Lee et al., 1997). It is caused by 
food habits or can be inherited from ancestors. 
Diabetes is characterized primarily by type 1 and 
type 2 diabetics (Cnop et al., 2005). Type 1 diabetes 
mellitus is a chronic condition where the body 
produces no insulin because the immune system of 
the body targets insulin-producing pancreatic cells 
(Katsarou et al., 2017). Type 2 diabetes mellitus 
occurs when the body is unable to produce enough 
insulin (Ozougwu et al., 2013). Although both forms 
of diabetes seem to be the same, they have 
significant differences. The distinction between the 
two is what causes them, how they are managed, and 
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affect the entire body. Diabetes affects more than 
420 million individuals globally. Type 2 diabetes 
affects 90-95 percent of diabetics, while type 1 
affects approximately 5-10 percent. Because of 
diabetes, our body loses some of its control over its 
senses, it primarily affects the eye; this primary 
condition of vision is called Diabetic Retinopathy 
(DR) (Nakayama et al., 2005). DR can result in total 
blindness. DR is a gradual condition, so medical 
professionals recommend that patients with 
diabetes be tested at least twice a year for signs of 
the illness. Detection is essential because, in 
contemporary clinical diagnosis, the visual scientist 
will study the fundus's color image. This detection is 
time-consuming and tiresome, and it can also result 

in a significant error. 
Substantial progress has been achieved in 

artificial intelligence and machine learning that had a 
wide-ranging influence on many research and 
engineering disciplines. The medical definition is one 
of the disciplines that has benefited the most from 
these advances. Researchers were able to 
systematize the diagnosis of numerous illnesses 
thanks to new and enhanced machine learning 
algorithms. Scientists have been attempting to 
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accomplish the same for DR diagnosis. Several 
effective solutions have been developed and 
implemented in this area thus far. Practical DR 
diagnosis is based on retinal pictures obtained 
through a method known as fundus photography. 
The retina and its contents are captured in exquisite 
clarity in these photos. State-of-the-art algorithms 
based on convolutional neural networks (CNNs) 
perform well on clean DR pictures. Existing DR 
identification algorithms differ in many ways, 
including the source of the retinal pictures, pre-
processing image methods, the type of 
characteristics collected from retinal images, and the 
machine learning algorithm used. To deal with 
retinal image collections, most researchers employ 
deep learning approaches.  

2. Literature review 

DR is a serious concern that has enthralled the 
entire globe. Diverse researchers' efforts to find an 
effective approach for the early identification of this 
disease have been stymied. This section depicts a 
survey of several research efforts in DR. Acharya et 
al. (2009) used SVM to extract characteristics such as 
exudates, arteries, and microaneurysms among 331 
fundus pictures with greater than 80% of accuracy. 
Mir and Dhage (2018) used machine learning and 
data mining approaches to predict several diabetic-
associated disorders, notably skin cancer including 
conditions related to diabetic retinography.  

Chetoui et al. (2018) presented a machine 
learning approach for DR using SVM accompanied 
with features such as LTP and LESH, where LESH 
provided better accuracy results at 90.4%, compared 
to LBP abbreviated as Local Binary Pattern. The field 
of medical science, particularly DR, is disclosing 
many potentials to preclude dreadful diseases. In 
terms of deep learning's manual feature extraction. 
Orlando et al. (2018) suggested a CNN using hand-
crafted features to identify red lesions in the retina 
of an eye. The study by Kumaran and Patil, (2018) 
focused on segmentation algorithms that give a 
detailed approach for diagnosing DR.  

Calleja et al. (2014) employed a two-staged 
technique for feature extraction and Machine 
Learning, notably SVM and Random Forest, for 
classification. The Random Forest outperformed the 
SVM in terms of accuracy, scoring 97.46 percent. 
Sadda et al. (2020) developed a quantitative strategy 
for identifying unknown characteristics for 
diagnosing proliferation DR while assuming that the 
extent of lesions might improve demand forecasting. 
Voets et al. (2019) used a Kaggle dataset to detect DR 
in retinal fundus pictures. This study is a 
reimplementation of previously published work but 
on a new dataset.  

The accuracy ought to be 95%. Sadek et al. (2017) 
proposed an automatic DR detection using deep 
learning, which comprises four CNNs to classify DR. 
This method achieved an accuracy of 91%-92%. The 
work offered by Amin et al. (2016) examined various 
DR methodologies by analyzing the mixed results 

from detecting exudates, hemorrhages, and blood 
vessels to give an in-depth understanding of ongoing 
research. Doshi et al. (2016) presented a method for 
categorizing the severity degree of retinal pictures 
into five phases. This method evaluated the 
outcomes on kappa metrics using three CNN 
architecture models and a bring a huge of the three. 
With a rating of 0.3996k, the ensembling approach 
produced the best results.  

Anant et al. (2017) utilized wavelet and texture 
features for diabetic retinography detection by using 
image processing and data mining on a database 
named DIARETDB1 and reached 97.95% accuracy. 
Kumari et al. (2020) introduced three different 
techniques for each phase such as missing value 
imputation using mean value, logistic regression 
with recursive feature Elimination for attribute 
selection, and random forest for classification. 
Padmaja and Haritha (2018) reported that a 
machine learning algorithm is combined with 
clustering to find an estimation of effort. The study of 
Zago et al. (2020) developed a localization model, 
precisely a convolutional neural network (CNN) 
approach, to discourse the model's sophistication 
and enhance performance. A two convolutional 
networks approach on a Standard DR Database 
obtained nearly 95% of sensitivity. A proposed 
technique by Gandhi and Dhanasekaran (2013) 
detects exudates by an SVM classifier for automatic 
diabetic retinography detection. Some works 
integrate manual feature extraction with deep 
learning feature extraction for diabetic retinography. 
Kaur et al. (2019) employed MATLAB to give a 
neural network approach for retinal image 
classification.  

The generated findings were examined using 
machine learning methods such as SVM, yielding 
more promising results. Sailasya and Kumari (2021) 
analyzed the performance of stroke prediction using 
ML classification algorithms moreover, supervised 
backpropagation is applied to the training dataset to 
fine-tune the network. Kumari et al. (2022) 
presented a novel method for the prediction of 
diabetes mellitus using deep CNN and long short-
term memory. Rajeswari et al. (2019) designed a 
scheme that relies on Machine learning. The project 
is adept enough to identify eye infections of the 
human fundus, which is impacted by diabetes 
mellitus. Hemanth et al. (2020) proposed a DR 
detection and classification method using a CNN. It 
operated with histogram equalization imaging 
techniques and contrast-limited adaptive histogram 
equalization and achieved a 94% score. Shankar et 
al. (2020a) documented a Deep Learning model for 
diagnosing DR integrating segmentation techniques 
and image processing, which obtained an accuracy of 
over 99%. A CNN model with a total of six layers to 
extract features from fundus images was proposed 
and introduced by Gayathri et al. (2020). Shankar et 
al. (2020b) introduced a classification model named-
Hyperparameter Tuning Inception-v4 model for DR 
images. Jebaseeli et al. (2019) proposed a model of 
SVM based on deep learning for DR categorization.  
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3. Methodology 

This research includes a comparative 
performance analysis of 6 pre-trained network 
architectures that classify between Normal and 
Detorriated Fundi. The Dataset for this research is 
obtained from the Kaggle repository. The image 
repository consists of 516 samples, where the class 
0, which represents the normal samples, are 361 and 
155 for the class of interest, which is defined using 1. 
Each of the approaches used in this research is 

trained in two cycles titled Pre-tuning and Post-
Tuning as shown in Fig. 1. A conventional procedure 
is followed in the pre-tuning stage, setting the 
hyperparameters in place to train the network and 
freezing the Pre-trained architecture to use the 
preset weights as foundational knowledge. In the 
Post-Tuning approach, the initial arbitrary number 
of layers (empirically devised) is unfrozen, allowing 
them to tune over the set number of epochs. This 
streamlined procedure is applied to all the 
architectures involved and recorded metrics.  

 

Pre-Tuning Phase

Post-Tuning Phase

Frozen Weights

Pre-trained Architecture

Pre - Trained Network Custom OutputLayer

Unfrozen
Weights

Pre-Trained
Network

Pre-trained Architecture

Custom OutputLayer

Yhat

Normal

Diabetic

Yhat

Normal

Diabetic

 
Fig. 1: Pre-tuning phase and post-tuning phases of CNN 

 

3.1. Densenets121 

In a standard CNN, each individual convolutional 
layer gets the results of the previous convolutional 
layer and generates an output feature map. That 
output is carried on to the next convolutional layer. 
As a result, there exist N layers that consist of N 
direct distinct connections, one connecting each 
layer to the next. However, when the number of 
layers in the CNN grows, the vanishing gradient 
problem emerges as they go further into the layers. 
This implies that whenever the cycle of information 
data from the start to end, like the initial input part 

to the output part layers, gets longer, certain 
information may 'vanish' or become lost, reducing 
the network's capacity to train successfully. Dense 
nets overcome this problem by changing the 
traditional CNN design and streamlining the layer 
connection structure. Here in Dense nets, we create 
short paths from each layer to its previous layers to 
help train deep networks. Each layer in a DenseNet 
design is directly linked to every other layer in the 
network, so it is also known as a densely connected 
convolutional network as shown in Fig. 2.  

 

 
Fig. 2: CNN dense block layer 

 

The main advantages of dense nets are concerned 
with the use of parameter efficiency, because of a 
fixed number of output feature maps per layer, only 
very few kernels are learned per line and also the 
other advantage was implicit deep supervision and 

feature reuse, for instance, there is inception that 
used auxiliary cost function using feature maps from 
the intermediate layers that improve the learning to 
be discriminative so as to improve the additional 
cost function there have been several other 
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approaches, and there is one approach where that 
take feature maps from the intermediate layers, and 
give it to an SVM as input, and it does the 
classification task, and then that error is back 
propagated however here in this case as the feature 
maps are concatenated from the preceding layers the 
activations from the earlier layers have direct access 
to the error function or the cost function because 
that these layers are grouped into dense blocks as 
they call them. The training and validation accuracy 
and loss are shown in below Fig. 3 and Fig. 4.  

 

 
Fig. 3: Training and validation accuracy of Densenet121 

 

 
Fig. 4: Training and validation loss of Densenet121 

3.2. EfficientNetB2 

A scaling approach that uniformly scales the 
network's depth, breadth, and resolution. It utilized 
the neural architecture search to create a new 
baseline system and scaled it up to create the 
EfficientNets family of deep learning models, which 
outperform the prior CNNs in terms of accuracy and 
efficiency. The architecture of efficientNetB2 is 
shown in Fig. 5.  

Stem Module 1 Module 2 Module 2 Module 2 Module 2 Module 2 Module 2 Final layer

Block 1 Block 2 Block 3 Block 4 Block 5 Block 6 Block 7

Module 3 Module 3 Module 3 Module 3 Module 3

Add Add Add Add Add

Module 3 Module 3 Module 3

Add Add Add

X2

 
Fig. 5: Architecture of EfficientNetb2 

 

The compound scaling approach is used to scale 
the network's dimensions. The grid search approach 
was used to determine the relationship between the 
multiple scaling dimensions of the baseline network 
while working with a fixed resource limitation. Using 
this method, they could determine the proper scaling 
coefficients for each dimension that needed to be 
scaled up. The baseline network was scaled by the 
required size using these factors. Creation of a 
baseline network using neural architecture search, a 
technique for automated neural network design. It 
improves accuracy and efficiency, measured by 
FLOPS abbreviated as floating-point operations per 
second. The movable inverted bottleneck 
convolution is used in this created architecture. Its 
model architecture is similar to that of the 
EfficientNetB1 architecture; the only difference is 

that the number of feature mappings (channels) is 
variable, which increases the number of parameters.  

The EfficientNet models outperform conventional 
CNNs regarding accuracy and efficiency while 
lowering parameter size and FLOPS by order of 
magnitude as shown in below Fig. 6 and Fig. 7.  

3.3. Inception-ResNet-v2 

The Inception-ResNet-v2 CNN was trained on 
over a million photos from the used ImageNet 
collection. The network of systems has 164 type 
layers that can identify pictures into many different 
item categories, including the keyboard, console, 
mouse, and various creatures. Consequently, for a 
varied range of images, the network has learned rich 
feature representations. The network takes a 299-
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by-299 picture as input and returns a list of 
estimated class probabilities as output shown in Fig. 
8. 

 

 
Fig. 6: Training and validation accuracy of EfficientNetb2 

 

 
Fig. 7: Training and validation loss of EfficientNetb2 

 
ResNet and Inception have been fundamental to 

the most significant breakthroughs in the 
performance of image recognition, delivering 
excellent results at a reasonable computational cost.  

Pre-processing Optical flow and IBPP

Inception
ResNet v2

SVM & Random
Forest

Object 
Detection

Feature 
Extraction

Classification

Two wheeler

Car

Heavy Vehicle

Video Frames

 
Fig. 8: Architecture of inception-ResNet-v2 

 

Inception-ResNet is a hybrid design that 
incorporates the residual connections in the 
Inception architecture. It only uses batch 
normalization on the top of the standard layers, not 
on the top position of the summations. It is built on a 
hybrid of the Residual connections and the used 
Inception structure. Multiple forms of scaled 
convolutional type filters are mixed with the residual 
connections in the Inception-Resnet block. The 
introduction of residual connections solves the 
degradation issue caused by the deep structures and 
shortens the training allocated time are shown in 
Fig. 9 and Fig. 10.  

 

 
Fig. 9: Training and validation accuracy of inception 

ResNet-v2 

 

 
Fig. 10: Training and validation loss of inception ResNet-

v2 

3.4. Inception V3  

The Inception V3 is a model in deep learning for 
image categorization that is based on CNNs as shown 
in below Fig. 11. The Inception V3 is an improved 
version of the fundamental model that is Inception 
V1, which was launched in 2014 as the GoogLeNet. 

When numerous deep layers of convolutions 
were utilized in a model used, the data was 
overfitted. To overcome this, the Inception V1 model 
employs the concept of utilizing many filters of 
varying sizes on the same type of level. Thus, instead 
of having deep layers in the inception models, we 
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have similar levels, enabling our system to be larger rather than deeper.  
 

3x3 convolutions

1x1 convolutions

5x5 convolutions

Filter
concatenation

Previous layer

1x1 convolutions

1x1 convolutions

3x3 max pooling1x1 convolutions

 
Fig. 11: Architecture of inception V3 

 

The Inception v3 model was published in 2015 
and features 42 type layers with a reduced error rate 
than its used predecessors. Let's have a look at the 
several improvements that improve the inception V3 
type model. Factorization into the Smaller 
Convolutional layers, Spatial Factorization into the 
Asymmetric Convolutions, Utility of the Auxiliary 
Classifiers, and Efficient Grid Size Reduction are the 
primary adjustments made to the Inception V3 type 
model. The inception version 3 (V3) model is just an 
improved and optimized type version of the 
inception V1 model. It employed several strategies to 
optimize the network for improved model 
adaptability. It has superior efficiency of a deeper 
network than the Inception version 1 (V1) and 
version 2 (V2) models. Still, its speed is not affected 
and is computationally made less costly, and it 
employs auxiliary classifiers as ethical and 
responsible for its training and validation. Accuracy 
is shown in Fig. 12. Training and validation loss are 
shown in Fig. 13. 

 

 
Fig. 12: Training and validation accuracy of Inception v3 

 

 
Fig. 13: Training and validation loss of Inception v3 

3.5. Mobilenetv2 

Mobilenetv2 is based on the depth-wise 
separable convolutional block that was utilized in 
the original iteration so this architecture may be 
regarded as an improved version of mobile net v1. 
This design includes a new layer module or a new 
block known as inverted residuals with linear 
bottlenecks shown in Fig. 14  

In Inverted residuals, the given Residual blocks 
use a type skip link to connect from the beginning 
and finish of a type of convolutional block. By 
including these two states, the system has 
accessibility to prior activations that were not 
updated in the convolutional layer. This strategy 
proved to be efficient to create deep networks.  

Because many matrix multiplications cannot be 
limited to a single numerical operation, we employ 
non-linear activation functions in the standard 
neural networks. It enables us to construct neural 
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networks with several layers that formed. 
Simultaneously, the activation function of ReLU, 
which is often used in neural networks, discards 

values less than 0. This type of loss of information 
may be solved by expanding the number of 
connections to enhance capacity of network.  

 

input

Conc 1x1, Relu6

Dwise 3x3, Relu6

conc 1x1, Linear

Add

Stride=1 block

input

Conc 1x1, Relu6

Dwise 3x3,
stride=2, Relu6

conc 1x1, Linear

Stride=2 block

 
Fig. 14: Architecture of Mobilenetv2 

 

We do the converse with inverted residual blocks, 
squeezing the layers where the skip connections are 
coupled. This impacts the performance of the 
network. The authors proposed a linear bottleneck, 
in which the final convolution of a residual block has 
a linear output before it is added to the starting 
activations.  

MobileNetV2 has a narrow-wide-narrow strategy. 
The initial stage extends the network with a 
convolution because the ensuing depth-wise 
convolution already considerably decreases the 
number of parameters. Following that, another 
convolution compresses the network to suit the 
original number of channels. Training and validation 
accuracy is shown in Fig. 15 and training and 
validation loss is shown in Fig. 16. 

3.6. Xception  

The Extreme Inception architecture, often known 
as the Xception architecture, is a CNN design that is 
composed mainly of depth-wise separable 
convolution layers. This architecture assumes that 
mapping cross-channel and spatial correlations in 
the feature maps of CNNs can be totally decoupled as 
a primary hypothesis. This hypothesis is a more 
robust version of the hypothesis supporting the 
Inception architecture. A linear stack of depth-wise 
independent convolution layers with remaining 
connections makes Xception architecture very 
simple to specify and adjust the architecture as 
shown in Fig. 17. 

 

 
Fig. 15: Training and validation accuracy of MobilenetV2 

 

 
Fig. 16: Training and validation loss of MobilenetV2 

 

Xception is made up of three components they 
are an injector module that is linked to the target 
system's kernel. A library with functions and 
operations can be called from a committed 
procedure if the raw implementation data is not 
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readily accessible or from a library with processes 
called from the user application to initiate fault 
injection. And the primary module that runs on a 
host machine needs to implement the user 
experience for fault definition, fault diagnosis 

injection, and result collection. Training and 
validation accuracy is shown in Fig. 18 and training 
and validation loss is shown in Fig. 19. Pre-Tuning 
and Post-Tuning Results of the above layers are 
depicted in Table 1. 

 

3x3 conv

1x1 conv

3x3 conv

Avg Pool

3x3 conv

1x1 conv

3x3 conv

1x1 conv

Concat

3x3 conv 3x3 conv 3x3 conv

Concat

1x1 conv

Output channels

Input

Input

 
Fig. 17: Architecture of Xception 

 

 
Fig. 18: Training and validation accuracy of Xceptionv2 

 

 
Fig. 19: Training and validation loss of XceptionV2 

 

 
 

Table1: Pre-tuning and post-tuning results 

Model Name 
Pre-Tuning Post-Tuning 

Training Accuracy Validating Accuracy 
Training 
Accuracy 

Validating 
Accuracy 

DENSENET121 0.651933 0.772727 0.886740 0.811688 
MOBILENETV2 0.715463 0.798701 0.886740 0.850649 

XCEPTION 0.734806 0.798701 0.933701 0.896103 
EFFICIENTNETB2 0.671270 0.792207 0.889502 0.857142 

INCEPTIONRESNETV2 0.698895 0.824675 0.983425 0.863636 
INCEPTIONV3 0.723756 0.766233 0.986187 0.876623 

 

4. Conclusion 

This research paper presents an approach 
competent to classify between a normal fundus and 
degraded retinal tissue because of diabetes. This 
research aims to facilitate the development of 
Intelligent Systems that can integrate tightly within 
the Healthcare ecosystem. Out of all the tested 
strategies, the observable pattern illustrates that the 
Deeper Denser Networks such as the Inception 
Architecture seems to result in efficient scores. The 
Xception network (Deepest of the lot) outperformed 
the pack in the pre-tuning and post-tuning cycles as 
justified by the performance measures used to 
evaluate in a quantified perspective. The Xception 
resulted in ~73% and ~79% accuracies in the pre-
tuning state but dramatically improved in the post-

tuning cycle where it attained ~93% and ~89% 
accuracy on both training and validation sets, 
respectively. Additionally, there's significantly less 
Bias-Variance problem with Inception-based 
Networks than with the rest, making it an obvious 
choice for a foundational application. Aim to 
propagate work extensively and branch it to make 
state-of-the-art application pipelines using 
proprietary fine-tuning techniques. 
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