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Content-based image retrieval (CBIR) is a recent method used to retrieve 
different types of images from repositories. The traditional content-based 
medical image retrieval (CBMIR) methods commonly used low-level image 
representation features extracted from color, texture, and shape image 
descriptors. Since most of these CBMIR systems depend mainly on the 
extracted features, the methods used in the feature extraction phase are 
more important. Features extraction methods, which generate inaccurate 
features, lead to very poor performance retrieval because of semantic gap 
widening. Hence, there is high demand for independent domain knowledge 
features extraction methods, which have automatic learning capabilities from 
input images. Pre-trained deep convolution neural networks (CNNs), the 
recent generation of deep learning neural networks, could be used to extract 
expressive and accurate features. The main advantage of these pre-trained 
CNNs models is the pre-training process for huge image data of thousands of 
different classes, and their knowledge after the training process could easily 
be transferred. There are many successful models of pre-trained CNNs 
models used in the area of medical image retrieval, image classification, and 
object recognition. This study utilizes two of the most known pre-trained 
CNNs models; ResNet18 and SqueezeNet for the offline feature extraction 
stage. Additionally, the highly accurate features extracted from medical 
images are used for the CBMIR method of medical image retrieval. This study 
uses two popular medical image datasets; Kvasir and PH2 to show that the 
proposed methods have good retrieval results. The retrieval performance 
evaluation measures of our proposed method have average precision of 
97.75% and 83.33% for Kvasir and PH2 medical images respectively, and 
outperform some of the state-of-the-art methods in this field of study 
because these pre-trained CNNs have well trained layers among a huge 
number of image types. Finally, intensive statistical analysis shows that the 
proposed ResNet18-based retrieval method has the best performance for 
enhancing both recall and precision measures for both medical images. 
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1. Introduction 

*Image retrieval is an important application of 
image processing; it has many usages such as 
architectural and engineering design, computer 
vision, face recognition, and military and medical 
diagnosis (Kokare et al., 2002). In the past, the first 
generation of image retrieval was based on the exact 

                                                 
* Corresponding Author.  
Email Address: aabdelrahim@kau.edu.sa (A. Ahmed) 

https://doi.org/10.21833/ijaas.2022.12.002 
 Corresponding author's ORCID profile:  

https://orcid.org/0000-0002-8944-8922 
2313-626X/© 2022 The Authors. Published by IASE.  
This is an open access article under the CC BY-NC-ND license 
(http://creativecommons.org/licenses/by-nc-nd/4.0/) 

matching of text description with an image. This 
method was text-based image retrieval (TBIR), 
which had very poor performance. Two of the most 
famous earlier surveys in this field are found in 
Tamura and Yokoya (1984), and Chang and Hsu 
(1992). Most systems that work on this method need 
to annotate and index all the images and give them 
descriptive keywords. Therefore, such systems are 
considered very difficult to use and time-consuming, 
especially when the groups and classes of images are 
large. A summarization of the disadvantages of TBIR 
is found in Abioui et al. (2018). In the late 1990s, due 
to the shortcomings of TBIR, a new method of 
content-based image retrieval (CBIR) was developed 
to solve the previous limitations (Rui et al., 1999), 
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the latest method used in retrieving images from 
image repositories and websites reported in 
Smeulders et al. (2000), and Marques and Furht 
(2002). The main advantage of CBIR systems is their 
ability to represent images by their features or 
attributes extracted from different image descriptors 
such as color, texture, and shape. This step or 
process is known as an offline operation because it is 
performed first and independently of the exact 
retrieval process. Later, in the online retrieval stage, 
the similarity between the features or attributes of 
the query image and the image features stored in the 
database is measured through similarity coefficients 
or metrics. The basic idea of any CBIR system is to 
retrieve the most similar image according to the user 
query image in descending order, with the most 
likely images retrieved first. The primary key to the 
success of any content-based image retrieval system 
is the extraction of features from images in a 
particular domain. This stage is very important and 
results in numerical feature values stored separately 
in repositories or data storage to be used later for 
similarity computation (Liu et al., 2007). Due to their 
importance, researchers in the field of multimedia in 
general, and medical image retrieval in particular, 
have conducted extensive studies of methods of 
representation of features or characteristics and 
methods of measuring similarity, which mainly 
affects the accuracy and efficiency of content-based 
image retrieval systems (Ahmed, 2020; Ahmed and 
Malebary, 2020). Jiang and Kim (2021) enhanced the 
performance retrieval of CBIR by feature fusion and 
the discrete cosine transform method. Many studies 
found that the semantic gap between the features or 
characteristics of the images captured by imaging 
machines and the high-level features humans 
perceive is still large despite the broad research in 
this field. In the past two decades, a number of 
content-based image retrieval methods have been 
proposed to reduce the semantic gap. CBIR methods 
based on low-level features such as color, shape, and 
texture are explored in many studies such as 
Veltkamp and Tanase (2002), Müller et al. (2004), 
Oussalah (2008), Rajam and Valli (2013), and 
Bhagyalakshmi and Vijayachamundeeswan (2014). 
Colour descriptors are considered important sources 
for features used in CBIR systems. There are many 
color descriptors for content-based image retrieval 
that have been used including color histograms 
(Zhang et al., 2009), color moments, and colour 
coherent vector (CCV) (Kodituwakku and Selvarajah, 
2004). Colour moments are widely used in content-
based image retrieval and image classification 
(Ahmed and Sadig, 2019; Ahmed and Malebary, 
2019; Ibrahim et al., 2019; Mohammed et al., 2020). 
A color histogram is defined as the distribution of 
the number of pixels for an image. It represents how 
image pixels are distributed by plotting the number 
of pixels at all levels of color intensity. The histogram 
shows details in shadows, mid-tones, and highlights, 
and can help determine whether the images are 
detailed enough to make a good correction. Colour 
moments are a group of functions used to extract a 

single numeric value from each image based on pixel 
density value; for example, mean, variance, and 
standard deviation. The main disadvantage of the 
color histogram method is that it does not consider 
the spatial information of pixels. Therefore, different 
images may have the same histogram distribution. 
To solve such limitation, a colour coherent vector 
(CCV) is proposed. In this method, each histogram 
bin is categorized into two main types: Coherent and 
incoherent. Coherent type grouped pixel values 
belong to the large informally colored region, while 
the incoherent category contains the other pixel 
values, comparison of different color features are 
found in Kodituwakku and Selvarajah (2004). The 
recent implementation of a local binary pattern 
(LBP) was successful for feature extraction, which 
was used for content-based image retrieval. 
Different versions of the local binary pattern (LBP) 
are found in Win et al. (2020), Anitha and Naresh 
(2021), and Ghahremani et al. (2021). Also indexing 
approach GPU-accelerated feature extraction-based 
systems were successfully implemented by 
Farruggia et al. (2014), Tsai et al. (2017), and Rundo 
et al. (2019). Some indirect methods could positively 
affect the retrieval process of medical images found 
in the literature. Unsupervised medical anomaly 
detection generative adversarial network (MADGAN) 
for MRI medical images was proposed by Han et al. 
(2021), and another similar approach SteGANomaly 
was proposed by Baur et al. (2020). Consideration of 
the hidden information detected by anomaly 
detection methods in the two previous studies could 
enhance and affect the retrieval process. All the 
traditional feature extraction methods mentioned 
above fail to reduce the semantic gaps for CBIR. This 
is due to inaccurate features resulting from the 
absence of domain or field-specific knowledge. These 
limitations lead to the exploration and use of pre-
trained convolution neural network models, which 
are considered the latest methods for this purpose 
(Bhandi and Devi, 2019). There are many available 
models of pre-trained CNNs models such as 
ResNet18, SqueezeNet AlexNet, and GoogleNet. The 
main reason for the wide acceptance of the success 
of these models are least training time required in 
addition to their ability for learning transfer (Pham, 
2021).  The architectures and specifications of 
training parameters for transfer learning were found 
in Krizhevsky et al. (2012), Szegedy et al. (2015), and 
Iandola et al. (2016). Further discussion about the 
architectures and layers of these models is found in 
Gopalakrishnan et al. (2017). In the present study, 
we utilize the first two models as feature extraction 
tools for the first part of content-based medical 
image retrieval CBMIR. The rest of this paper is 
organized as follows. Section II provides more 
details about CBIR, semantic-based Image Retrieval 
(SBIR), and deep learning methods and their use in 
the medical and diagnosis-based domain. Section III 
explains the related works for the study. Section IV 
describes the proposed methodology. Section V 
presents the experimental results and summarised 
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results and discussion. Finally, Section VI contains 
the conclusion and outlines future work. 

2. CBIR, SBIR, and deep learning for medical 
image retrieval 

In the last two decades, the development of 
several computing and advanced medical imaging 
devices as well as large-scale storage media has 
resulted in large repositories of medical image 
content and other media. Clinical and diagnostic 
studies and various medical research centers benefit 
from this medical content. Therefore, developing a 
high-performance medical image retrieval system is 
imperative, to support medical specialists in their 
studies, in addition to retrieving medical images for 
various purposes such as diagnostics. To facilitate 
the effective use of the many medical images in 
different and available databases, several algorithms 
for automatic analysis of medical images are 
proposed in the literature (Quellec et al., 2011; 
Rahman et al., 2011; Mizotin et al., 2012; Ponciano-
Silva et al., 2013; Jiji and Raj, 2015). Content-based 
medical image retrieval (CBMIR) system, which is an 
extension of CBIR systems, can be considered an 
effective tool to assist in the diagnosis of various 
diseases (Zhang et al., 2016). Although many 
researchers have studied CBIR extensively, the 
semantic gap remains the biggest challenge and the 
most complex problem in CBIR systems (Wan et al., 
2014). Recently, it was concluded that this problem 
can be solved and the gap minimized based on two 
solutions, which take into consideration part of the 
domain-specific knowledge and apply some machine 
learning methods to produce a more advanced and 
intelligent model. This could be trained and used as 
an alternative method to extract features for 
calculating similarity (Nair et al., 2021). The 
traditional CBIR system (also known as instance-
based CBIR system) usually has better retrieval 
outcomes and good performance results when a 
database contains relatively fewer images. As the 
development of imaging techniques and the size of 
databases increase, these methods and systems have 
very poor retrieval performance. To address such a 
problem, researchers in this field introduced the 
semantic-based image retrieval (SBIR) system (Li et 
al., 2006; Pourghassem and Ghassemian, 2008; Guo 
et al., 2018), which has also the main disadvantage of 
miss-classification because it depends mainly on 
classifier use, and works in binary form. This is 
considered a rigid model with poor retrieval results. 
The second-generation development in CBIR-based 
systems to overcome the previous limitations of 
SBIR are machine learning-based systems, which 
have limited success and relatively good 
performance such as in Safavian and Landgrebe 
(1991), Suykens and Vandewalle (1999), Wang et al. 
(2008), and Huang et al. (2016). The major problem 
of machine learning ML approaches is that it has 
separate feature extraction stages using special 
feature extraction functions. The investigation and 
development of deep learning DL methods are one of 

the most important explorations in the area of AI. 
Deep learning methods and techniques provide more 
accurate ways to extract image features through the 
use of deep neural networks, and of their ability to 
learn better and obtain more accurate features than 
those extracted through traditional methods, which 
depend on the image descriptors of color, shape, and 
texture. Unlike the machine learning ML-based CBIR 
system and all its previous approaches to CBIR 
systems, deep learning DL-based CBIR systems do 
not require manual feature extraction. This benefit 
makes the DL approach the most powerful and 
effective method used for CBIR in many application 
areas in general and the medical field in particular. 
The most common deep learning DL-based CBIR 
systems used recently depended on VGG-16 
(Simonyan and Zisserman, 2014), inceptions V3 
(Szegedy et al., 2016), AlexNet (Krizhevsky et al., 
2012), and ResNet V2 (Szegedy et al., 2017). The 
second benefit that a deep learning DL provides for 
successful use with medical images is that the visual 
features, which must be extracted from the medical 
images, should be unique and differ from those of the 
normal images in traditional CBIR systems. Thus, 
direct use of all CBIR, SBIR, and pre-deep learning DL 
technologies for medical image retrieval applications 
usually produces unsatisfactory and high false-rated 
retrieval results. 

To address this problem, researchers have used 
different DL models (CNN models) to retrieve 
medical images (Sundararajan et al., 2019; Yadav 
and Jadhav, 2019; Kalaivani et al., 2020). A more 
recent survey on this topic is found by Ghahremani 
et al. (2021). The wide range of usage supports the 
hypothesis that DL techniques can succeed. Yadav 
and Jadhav (2019) successfully applied a deep 
convolutional neural network to classify pneumonia 
for chest X-ray images. In their study, they conclude 
that transfer learning approaches of VGG16 and 
InceptionV3 are more useful classification methods 
compared with SVM classifier with oriented fast and 
rotated binary robust independent elementary 
features (ORB) and capsule neural network. Deep 
learning DL methods are used also for extracting 
powerful features from DICOM images. In general, 
deep learning methods could be used for extracting 
powerful DICOM image features from both metadata 
and pictorial content; however, Kalaivani et al. 
(2020) focused on pictorial content only. The 
authors of this study first predict the retrieved 
images from a given query input image-based 
trained network, and then the related and similar 
images are retrieved from the image repository. This 
is a more useful idea leading to good retrieval 
performance compared with traditional neural 
networks, where a set of image features is used as 
input for the classification stage, and if some features 
are missed or inaccurate, then the retrieval system 
will be ineffective and produce poor results. In 
general, pre-trained CNNs models, the recent 
architecture of deep learning DL methods, could be 
used and applied to the classification or retrieval of 
medical images in two ways (Pham, 2020): Firstly, 
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for feature extraction, as seen in previous studies 
(Yadav and Jadhav, 2019; Kalaivani et al., 2020); and, 
secondly, to use their architectures as in 
classification and retrieval to take advantage of their 
powerful training and transfer knowledge 
capabilities. This study utilizes and compares two of 
the most used pre-trained CNNs models; ResNet18 
(He et al., 2016) and SqueezeNet (Gopalakrishnan et 
al., 2017) to be used as feature extraction tools for 
content-based medical images retrieval methods. 
The general framework of the proposed retrieval 
method in this study is shown in Fig. 1, and the main 
contribution of the paper is summarised as follows: 
 
a) Enhance the retrieval performance of CBMIR 

methods by replacing the traditional mathematical 
methods with pre-trained feature extraction 
methods. 

b) Develop an efficient feature extraction method 
based on medical images using recent and effective 

pre-trained CNN models: ResNet-18 and 
SqueezeNet. 

c) Develop CBMIR methods, which have high 
retrieval performance with the assistance of 
accurate extracted features and effective Euclidean 
distance similarity measures. 

 
The most important component or element in this 

retrieval method in Fig. 1 is the pre-trained CNNs 
module, which is used for extracting both database 
images and query images during two stages of offline 
and online processes. The rest of the proposed 
framework is quite similar to other general CBIR 
systems, which have some parts related to noise 
removal or any type of feedback process, in order to 
increase the retrieval performance. In this model, the 
main focus is the use of pre-trained CNNs, which are 
more efficient and accurate because this is based on 
the transfer learning method, and it was trained on a 
large scale and with a huge number of image classes. 

 
 

 
Fig. 1: Main framework of proposed CBMIR 

 

3. Literature survey 

Qayyum et al. (2017) used abstract deep 
convolution neural networks DCNN for large groups 
of images classified and labeled into various classes. 
Firstly, DCNN is trained for the classification of 
collected medical images, and then the learned 
feature representations in the form of numeric value 
vectors are used for CBMIR in the second phase. 
Sundararajan et al. (2019) performed a necessary 
pre-processing operation on Avascular Necrosis 
affected bone images, and then they use a deep belief 
convolutional neural network (DB-CNN) to 

represent the images’ features and translated them 
into binary codes. Finally, a similarity measure is 
computed for the retrieval process. As in Ayyachamy 
et al. (2019), the ResNet18 deep CNN model is 
utilized for CBMIR for four different types of medical 
images: CT, MRI, MG, and PET. The authors of the 
study obtain the maximum power of the pre-trained 
ResNet18, the most well-known deep CNNs model. 
Recent review studies on descriptive frameworks 
and in-depth methods use indexing and retrieval of 
medical images for CBMIR (Das and Neelima, 2017; 
Tian and Fu, 2020). Some authors such as Khatami et 
al. (2018) argued that transformation processes for 
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input images before feeding the CNNs are useful and 
produce significant retrieval results. In their study, 
they use the radon-based transform process for 
medical images that feed the CNNs. Their proposed 
method significantly increases the retrieval 
performance. Deepak and Ameer (2020) used 
GoogleNet with transfer learning for feature 
extraction, and then the Siamese Neural Network 
(SNN) is utilized with contrastive loss function for 
feature representation. At the similarity measure 
stage, Euclidean is applied in the lower dimensional 
feature space. Furthermore, SqueezeNet, a 
commonly used pre-trained deep CNN, is combined 
with Bayes optimization for the development of an 
AI model for COVID-19 image detection and retrieval 
(Ucar and Korkmaz, 2020).  

Besides the range of successful usage of the deep 
CNN models, three main challenges remain for the 
implementation of these tools in the medical field as 
reported by Godasu et al. (2020). Godasu et al. 
(2020) reviewed and summarize the limitations into 
three main points: Over-parameterisation due to a 
large pool and parameters and different options of 
settings; high and expensive computation needs for 
experimentations; and insufficient availability of a 
well-classified and labeled medical dataset in this 
field of study.  

4. Proposed methodology 

The methodology of this study is based on the 
analysis and comparison of retrieval methods for 
three different approaches. The first retrieval 
method depends on the traditional approach that 
was used to retrieve medical images. The second and 
third methods depend on the use of previously pre-
trained deep learning neural network tools to extract 
the features of medical images and then use 
similarity coefficients to calculate the similarity 
between the query images and those in the image 
database. In the first traditional approach, color and 
texture features were extracted from medical 
images, while the two modern pre-trained deep 
learning neural network tools (ReseNet18 and 
SqueezeNet) were used in the second and third 
methods, respectively.  

The process of extracting image features is one of 
the most important stages for any content-based 
retrieval system. Therefore, the main focus of the 
proposed method is to use pre-trained CNNs tools 
because of their ability to extract accurate features, 
which leads to increasing the efficiency of retrieval 
and reducing the semantic gap. Pre-trained CNNs 
deep learning neural network (CNNs) tools are used 
to extract the features of the medical images in the 
offline phase, while the features of the query image 
are extracted in the online phase when the user 
submits the required query image as shown in Fig. 1.  

Fig. 1 also shows the storing of the extracted 
features from all medical images in separate 
databases to be used in the second stage instead of 
the medical images themselves. This process is very 
important, and it helps to speed up the final search 

process. In the following sections, the three 
approaches are explained in detail.  There are many 
successful models of pre-trained CNNs that are used 
for both classification and retrieval problems in the 
medical domain. Among these choices, SqueezeNet 
and ResNet18 are acceptable due to their simple 
architectures, the number of processing elements, 
and the feasible number of extracted features that do 
not need any type of dimension reduction. Using the 
exact architecture of pre-trained CNN models for 
transfer learning without major changes to their 
parameters is considered the simplest and most 
cost-effective method that results in acceptable 
retrieval performance due to the powerful and high 
capabilities of transfer learning. In this study, we do 
a more accurate and extensive way by choosing the 
percentage of 80% for training and 20% for testing. 
In each run non-repeated, 20% of testing images are 
chosen randomly and their features were saved into 
a separate database. After repeating this process five 
times we got the image features for all images in the 
dataset (each image represented by 512 features). 
This process was too similar to the cross-validation 
and resulted in accurate features that led to good 
retrieval performance. 

4.1. Retrieval method based on traditional color 
and texture features 

As mentioned earlier, feature extraction is one of 
the most important stages of any CBMIR system, and 
it plays a significant role in enhancing and increasing 
the retrieval performance, whether extracted 
through some mathematical functions as in 
traditional CBMIR systems or through deep neural 
network CNNs tools as in modern methods. Most of 
the old traditional CBMIR approaches depend on the 
properties of color and texture as the main 
descriptors for extracting the images' features. In 
this traditional model, which is used for comparison, 
we also extract color and texture features to 
represent all the images. All colored medical images 
are first converted from RGB representation to HSV 
representation because this color model is the best 
and most accurate representation of color images. 
From each channel of H, S, and V, six mathematical 
functions are used to extract six values from each 
channel; in total, 18 features are extracted from the 
color descriptor.  

The six functions used here are provided by 
Maheshwary and Srivastava (2009) and are 
described in Eqs. 1-6. These color moments 
functions are the most well-known and are 
successfully used in many previous studies such as 
Ahmed (2020), and Ahmed and Malebary (2020). 
For any image in the database with the dimension of 
(M, N) let Vij be the density value of the pixel at the 
ith and jth column. Then, color moments functions 
used for feature extraction are defined as follows: 
 

𝑀𝑒𝑎𝑛 𝑚 =
1

𝑀∗𝑁
∑ ∑ 𝑉𝑖𝑗

𝑁
𝑗=1

𝑀
𝑖=1                                                      (1) 

𝑉𝑎𝑟𝑖𝑎𝑛𝑐𝑒 𝑣 =
1

𝑀∗𝑁
∑ ∑ (𝑉𝑖𝑗 − 𝑚)2𝑁

𝑗=1
𝑀
𝑖=1                                  (2) 
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𝐶𝑜𝑛𝑡𝑟𝑎𝑠𝑡 =
1

𝑀∗𝑁
(∑ ∑ (𝑉𝑖𝑗 − 𝑚)2𝑁

𝑗=1
𝑀
𝑖=1 )1/2                            (3) 

𝑆𝑘𝑛𝑒𝑤 =
1

𝑀∗𝑁
(∑ ∑ (𝑉𝑖𝑗 − 𝑚)3𝑁

𝑗=1
𝑀
𝑖=1 )1/3                                 (4) 

𝑘𝑢𝑟𝑡𝑜𝑠𝑖𝑠 =
1

𝑀∗𝑁
(∑ ∑ (𝑉𝑖𝑗 − 𝑚)4𝑁

𝑗=1
𝑀
𝑖=1 )1/4                             (5) 

𝑆𝑚𝑜𝑜𝑡ℎ𝑛𝑒𝑠𝑠 = 1 −
1

(1+𝑣)
                                                             (6) 

 

For texture features in this study, the well-known 
Grey-level co-occurrence matrix GLCM method 
proposed by Weszka et al. (1976) is used. The GLCM 
method analyses the grey levels for all pixel values of 
images after converting them from RGB color space 
to HSV model. Here ,four mathematical functions are 
also used to extract four feature values from each 
channel of H, S , and V results, in total, 12 features. 
Finally, these features are combined and fused 
together with the 18 color features into a single 
vector and stored in the separated database 
repository. The following Eqs. 7-10 describe the 
functions used for texture properties.  According to 
the GLCM method, for any image in the image 
database let P(i, j)=(P(i, j))/R is (i,j)th entry in the 
normalized matrix for unique grey levels of the 
quantized image (R is maximum gray value), Ng is 
the number of distinct grey levels of the quantized 
image and calculate µ and σ as the mean and 
standard deviation respectively. The functions used 
for texture feature extraction are shown in the 
following equations: 
 

𝑢𝑛𝑖𝑓𝑜𝑟𝑚𝑖𝑡𝑦 = ∑ ∑ {𝑃(𝑖, 𝑗)}2𝑁𝑔
𝑗=1

𝑁𝑔
𝑖=1                                            (7) 

𝑐𝑜𝑟𝑟𝑒𝑙𝑎𝑡𝑖𝑜𝑛 = ∑ ∑
(𝑖−µ)(𝑗−µ)𝑝(𝑖,𝑗)

𝜎2

𝑁𝑔
𝑗=1

𝑁𝑔
𝑖=1                                   (8) 

𝑐𝑜𝑛𝑡𝑟𝑎𝑠𝑡 = ∑ ∑ 𝑃(𝑖, 𝑗)(𝑖 − 𝑗)2𝑁𝑔
𝑗=1

𝑁𝑔
𝑖=1                                        (9) 

𝑒𝑛𝑡𝑟𝑜𝑝𝑦 = ∑ ∑ 𝑃(𝑖, 𝑗) 𝑙𝑜𝑔{𝑃(𝑖, 𝑗)}𝑁𝑔
𝑗=1

𝑁𝑔
𝑖=1                              (10) 

4.2. Retrieval method based on SqueezeNet 
model features 

The SqueezeNet is one of the simplest and most 
efficient pre-trained CNNs tools, which can transfer 
learning capability. This model was developed by 
Gopalakrishnan et al. (2017) and it consists of 68 
layers. The size of all input images must be 
227×227×3. Before feeding the tool on this model 
with medical images for training and extracting the 
required features, it must resize according to the 
required size. Then, the input images are 
manipulated through 14 processing elements, 
whereby the model performs various convolution 
operations for all sides of the image to extract 
features with high accuracy. This model is shown in 
more detail in Fig. 2a. Finally, a total of 1000 features 
are extracted and saved, and stored to use later in 
the similarity measurement stage.  

4.3. Retrieval method based on ResNet18 model 
features 

Our third retrieval model is based on the 
ResNet18 model, which is also a very efficient pre-
trained CNNs model for feature extraction. The 
model was developed by Zhang et al. (2017), and the 

customized model for extracting medical image 
features for this study is shown in Fig. 2b. This model 
consists of 18 layers and five convolutional 
processing elements in addition to the last layer. 
After performing the required convolution 
operations, as shown in Fig. 2b, a set of 512 features 
was extracted and saved in the numerical database. 
This model of the pre-trained CNNs model and the 
previous model has the ability to transfer learning, 
as a result of the extensive training on the ImageNet 
database (Deng et al., 2009), which contains millions 
of images with hundreds of classes. The extensive 
training makes these models an optimal choice for 
feature extraction of medical images after 
performing the required tuning for the different 
parameters (Pham, 2020).  

The successful transfer learning capability is not 
limited to the image retrieval area, but it has also 
been extended to support various areas of research 
in the medical image field such as image 
classification and clustering, object recognition, and 
image segmentation. In our previous study (Ahmed, 
2021), we applied a data augmentation process 
which made the retrieval model very slow and 
required long computation times; however, in this 
study, only rescaling and resizing processes required 
by the input layer were applied which made our 
proposed model very simple with the minimum 
number of iterations and better performance with 
medical datasets. 

4.4. Medical image datasets 

The first dataset used in this study is Kvasir 
(Pogorelov et al., 2017), one of the most popular 
datasets in the area of medical imaging. It consists of 
4000 images, annotated and verified by medical 
doctors (experienced endoscopists), and divided into 
eight classes (500 images for each class) showing 
anatomical landmarks, pathological findings, or 
endoscopic procedures in the GI tract. The number of 
images is suitable and sufficient to be used for 
different medical tasks in the medical field such as 
image retrieval, machine learning, and deep learning 
and transfer learning (Donahue et al., 2014; Quattoni 
et al., 2008; Abadi et al., 2016).  

The anatomical landmarks are Z-line, pylorus, 
and cecum, while the pathological findings include 
esophagitis, polyps, and ulcerative colitis. All images 
are RGB images with different resolutions from 
720×576 to 1920×1072 pixels, recent use of this 
dataset was found by Mahmud et al. (2021), and 
Yeung et al. (2021). The second dataset is PH2 
images for melanoma detection and diagnosis. This 
image dataset, which was built through joint 
research between a group of universities and 
hospitals in Portugal (Mendonça et al., 2013), has a 
total of 200 RGB dermoscopic images divided into 
three classes: 80 common nevi, 80 atypical nevi, and 
40 melanomas. Samples of images from the two 
datasets are shown in Fig. 3a and Fig. 3b for Kvasir 
and PH2 medical images respectively. For resizing 
process, first, all images are resized to match the 
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input layer requirement of pre-trained model 
224×224×3 for ResNet18 and 227×227×3 for 
SqueezeNet, and then all images are converted from 
RGB to gray-scale images with the same size as 

224×224 and 224×224, for both models respectively. 
Rescaling is done implicitly by the convolution step 
and pixel values were changed according to the 
convolution process. 

 

  

a b 
Fig. 2:  (a) SqueezeNet model for feature extraction; (b) ResNet18 model for feature extraction  

 

4.5. Similarity measures 

The second stage in any CBMIR system is 
similarity computation, which is considered an 
important online retrieval process because it results 
in a pool of similar images according to the user 
query image. In this study, Euclidean distance is used 
for the similarity measures. This simple similarity 
coefficient has good performance and is an efficient, 
standard, and well-known similarity measure used 
in many studies (Shirkhorshidi et al., 2015). For any 
vector Q of a user query image and any vector D 
from the stored database of numeric features values, 
the following equation calculates the Euclidean 
distance measure: 
 

𝑠𝑖𝑚𝑖𝑙𝑎𝑟𝑖𝑡𝑦 𝑠𝑐𝑜𝑟𝑒 = √∑ (𝑄𝑖 − 𝐷𝑖)2𝑛
𝑖=1                                    (11) 

 

where, n is the number of dimensions of the Q and D 
vectors; the lowest value for this measure means the 
most similar images. 

4.6. Performance evaluation 

Recall and precision are two common evaluation 
performance metrics in the area of information 
retrieval in general and CBMIR in particular. In this 
study, these two metrics are used and their values 
calculated at different top-cut values from 5 to 100 
retrieval images. The formula or equations of these 
metrics is shown below:  
 

𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛 =
𝑛𝑢𝑚𝑏𝑒𝑟 𝑜𝑓 𝑟𝑒𝑙𝑒𝑣𝑎𝑛𝑡 𝑖𝑚𝑎𝑔𝑒𝑠 𝑟𝑒𝑡𝑟𝑖𝑒𝑣𝑒𝑑

𝑡𝑜𝑡𝑎𝑙 𝑛𝑢𝑚𝑏𝑒𝑟 𝑜𝑓 𝑟𝑒𝑡𝑟𝑖𝑒𝑣𝑒𝑑 𝑖𝑚𝑎𝑔𝑒𝑠
                   (12) 

𝑅𝑒𝑐𝑎𝑙𝑙 =
𝑛𝑢𝑚𝑏𝑒𝑟 𝑜𝑓 𝑟𝑒𝑙𝑒𝑣𝑎𝑛𝑡 𝑖𝑚𝑎𝑔𝑒𝑠 𝑟𝑒𝑡𝑟𝑖𝑒𝑣𝑒𝑑

𝑡𝑜𝑡𝑎𝑙 𝑛𝑢𝑚𝑏𝑒𝑟 𝑜𝑓 𝑟𝑒𝑙𝑒𝑣𝑎𝑛𝑡 𝑖𝑚𝑎𝑔𝑒𝑠
                          (13) 
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All experiments are implemented using the 
MATLAB license version running on the Windows OS 

platform. 

 
 

    

    
a 

 
b 

Fig. 3:  (a) Image sample for Kvasir dataset; (b) Image sample for PH2 dataset 
 

4.7. Based methods for comparison  

For comparative purposes, this study uses two 
similar methods from the literature. The first 
method, as in Hu et al. (2021), modifies ResNet-18 to 
generate binary hash codes for Kvasir image 
retrieval, while the second method (Kasban and 
Salama, 2019) is based on wavelet optimization and 
adaptive block truncation coding. These two studies 
are recent and more related to our proposed 
method.  

5. Results and discussion 

In this study, the three retrieval methods of 
CBMIR systems are developed and evaluated. The 
first colour and texture method (CL and GLCM) is 
based on the use of traditional features extracted 
from colour and texture descriptors using well-
known mathematical functions used previously in 
this field of study. As mentioned, this method is the 
basis upon which the results of our proposed two 
methods are compared. The second and third 
methods are SqueezeNet-based method and 
ResNet18-based, which depend on the use of pre-
trained CNNs models to extract more accurate 
features to increase the retrieval efficiency. For each 
of the three experiments, 10 random images from 
each class are used as user queries, and then the 
average accuracy is calculated for each class. Finally, 
the overall average is calculated for all the classes for 
two medical image datasets.  The overall retrieval 
results of the three retrieval methods for the two 

medical images from the two datasets are shown in 
Table 1. In Table 1, the average recall and precision 
for each class are shown, as the average precision for 
all classes of the three methods. It is clear that the 
retrieval precision of the ResNet18-based method is 
superior to the traditional retrieval method by 
27.4% and 3.07% for the two datasets, respectively, 
and the SqueezeNet-based method is better than the 
traditional method. This supports the hypothesis of 
the more accurate features extracted based on these 
pre-trained models. The same observation could 
conclude from Table 2 which shows that both our 
proposed retrieval methods based on pre-trained 
CNNs models outperform the traditional method, 
and again the results of ResNet18-based method are 
better. All the results in Table 1 and Table 2 are 
calculated for the top 10 retrieval images as in many 
related studies. However, average precisions values 
for all classes of the two images datasets at different 
cut-off values (from 100 images to 5 images) are 
shown in Fig. 4a and Fig. 4b for Kvasir and PH2. 
These two figures show the relation of number of 
images retrieved and average precisions values. The 
upper red lines in both Figs. 4a and 4b prove that the 
ResNet18-based method has best retrieval 
performance. The effectiveness and efficiency of the 
proposed methods are also proven by using Kendall 
W concordance test (Sidney, 1988), one of the most 
important analytical tests. The test is applied in the 
present study; the medical images classes represent 
judges, while the average precision objects are 
considered judges and the average precisions of the 
three different methods are considered objects. The 
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average precisions values are an input for this test, 
and the output are the Kendall coefficient and the 
associated level of significance. The result of this test 
is shown in Table 3 for the two medical images. The 
agreement or confidence is 75.5% for the Kvasir-1K 
dataset and 93.9% for the PH2 dataset. The ranking 
of the different methods in the corresponding rows 
in Table 3 shows that the ResNet18-based method 
and SqueezeNet-based method outperform the 
traditional CL and GLCM based method since their 
ranks are better. ResNet18-based method is also the 
best. 

An important finding is shown in the samples of 
top retrieved images of some classes for two medical 
images in Fig. 5 and Fig. 6, in which our proposed 
two methods have success in retrieving all class 
images in the top 10 images in more than one class 
for Kvasir medical images and one of the three 
classes of PH2 medical images. Finally, Additional 
statistical certainty in terms of the mean, lower and 
upper bounds of the confidence intervals of the three 
retrieval methods is shown in Fig. 7a and Fig. 7b for 
the two medical images groups. Both figures indicate 
that the proposed methods are much better with 
obvious improvement. 

 
Table 1: Recall and precision of Kvasir images 

Classes CL and GLCM SqueezeNet ResNet18 
 R P R P R P 

DLP 0.0156 0.7800 0.0196 0.9800 0.0192 0.9600 
DRM 0.0128 0.6400 0.0188 0.9400 0.0200 1.0000 

Esophagitis 0.0152 0.7600 0.0180 0.9000 0.0200 1.0000 
Normal Caecum 0.0160 0.8000 0.0200 1.0000 0.0200 1.0000 
Normal Pylorus 0.0092 0.4600 0.0192 0.9600 0.0196 0.9800 
Normal Z Line 0.0200 1.0000 0.0200 1.0000 0.0200 1.0000 

Polyps 0.0136 0.6800 0.0184 0.9200 0.0188 0.9400 
Ulcerative Colitis 0.0112 0.5600 0.0176 0.8800 0.0188 0.9400 

Average 0.0142 0.7100 0.01895 0.9475 0.01955 0.9775 
Method1 (Hu et al., 2021)      0.9390 

Method2 (Kasban and Salama, 2019)      0.6120 

 
Table 2: Recall and precision of PH2 images 

Classes CL and GLCM SqueezeNet ResNet18 
 R P R P R P 

Normal 0.200 0.800 0.200 0.800 0.225 0.900 
Atypical Nevus 0.150 0.600 0.175 0.700 0.200 0.800 

Melanoma 0.150 0.600 0.175 0.700 0.200 0.800 
Average 0.1667 0.6667 0.18333 0.7333 0.2083 0.8333 

 
Table 3: Recall ranking of retrieval methods based on the Kendall W test for precision values 

Data set W P Ranking of Retrieval Methods 
Kvasir 0.755 0.002 ResNet18 > SqueezeNet > CLR and GLCM 

PH2 0.939 0.060 ResNet18 > SqueezeNet > CLR and GLCM 
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b 

Fig. 4:  Average precision at different top images for (a) Kvasir; (b) and PH2 
 

 
Fig. 5:  Kvasir Image samples retrieved: (a) Normal Caecum class retrieved by CLR and GLCM; (b) Normal Caecum class 

retrieved by SqueezeNet; (c) Normal Caecum class retrieved by ResNet18; (d) Polyps class retrieved by ResNet18; (e) Normal 
Z Line class retrieved by three methods (red colors refer to false retrieved) 

 

 
Fig. 6:  PH2 Image samples retrieved: (a) Atypical Nevus class retrieved by CLR and GLCM ; (b) Atypical Nevus class retrieved 

by SqueezeNet; (c) Atypical Nevus class retrieved by ResNet18 (red colors refer to false retrieved)  
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a 

 
b 

Fig. 7:   (a) Confidence bounds for Kvasir images ; (b) Confidence bounds for PH2 images 
 

 

6. Conclusion 

In this study, a pre-trained CNNs-based method 
was proposed to retrieve medical images using more 
accurate features than the traditional function-based 
features, which led to improving the precision of 
retrieval and reducing the error rate and the false 
positive percentage of retrieved images. The 
proposed method was based on the recent 
generation of pre-trained CNNs models in extracting 
image features. Two models of these networks were 
used: SqueezeNet-based retrieval and ResNet18-
based retrieval. These two methods have proven 
high accuracy in retrieving medical images from two 
well-known and widely used medical image datasets. 
After implementation and comparing the results 
with traditional function-based retrieval methods, it 
is clear that the retrieval precision was improved 
from 71% to 94.75% using the SqueezeNet retrieval 
model and also it improved to 97.97% based on 
ResNet18 for Kvasir images. For PH2 images the 
achieved enhancement was from 66.67% to 73.33% 
and 83.33% using SqueezeNet and ResNet18 
retrieval models respectively. Both of our proposed 
methods outperformed the traditional CL and GLCM 
traditional methods, and ResNet18 has better 
performance than SqueezeNet for both image 
datasets. These types of pre-trained CNNs, in 

addition, to extract highly accurate features, leads to 
high precision retrieval that can be used also for 
different types of medical images, because it is pre-
trained and has the ability for learning transfer. The 
focus is currently on reducing computational time as 
well as dealing with different parameter options. 
Moreover, many of these network models are 
currently available, which increases the difficulty of 
choosing the most appropriate and effective for 
various types of images. Also, for future efforts for 
this method, more than one pre-trained CNNs model 
could be used for the features extraction stage. Then 
any type of combination approach for similarity 
measure could use such as the late fusion approach 
or relevant feedback information. Finally, to address 
the challenges of this successful and modern type of 
network, future research could focus on three 
important issues: Over-parameterization due to a 
large pool and parameters and the different options 
of settings, the high computational time required, 
and insufficient availability of well-labeled and 
balanced medical images. 
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