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Requirements volatility in the software development lifecycle is considered 
to be one of the biggest risks during development. Countering this is 
mandatory in order to achieve success in a software project. Such 
requirements if they exist and not handled at an appropriate time can also 
result in a huge amount of error in estimation, whether it relates to cost or 
time. This paper first provides a clear understanding of requirements 
volatility along with its major contributors. The paper then mentions some 
widely-used techniques to achieve maximum accuracy in software costing. In 
section 4, the paper highlights how costing accuracy can be achieved if the 
software has volatile requirements by measuring an existing survey’s result 
costing impact on the project. Finally, the paper concludes that volatile 
requirements cannot be eliminated but can be minimized using the 
approaches mentioned in the paper. 
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1. Introduction 

*The achievement of a software product depends 
on how accurately the requirements of the client 
have been understood and implemented into the 
software. If the requirements are not well 
understood, this would result in ambivalence in the 
SRS (Shah and Jinwala, 2015). Requirements 
volatility, which has been elaborated as the change 
in requirements (in terms of the number of 
additions, modifications, and deletions) during 
software project development. It creates 
supplementary tasks in architecture and code which 
leads to the increase in software development 
timeline and cost (Abd Elwahab et al., 2016) causing 
the system size to expand and extensive rework and 
effort (Peña and Valerdi, 2015). 

The rest of the paper is structured like this; 
Section 2 gives a detailed understanding of volatile 
requirements. Section 3 talks about the major 
focusing areas that are mandatory for achieving 
estimation accuracy. In Section 4 we discuss the idea 
of getting an accurate estimate but for a software 
development project which comprises unstable 
(volatile) requirements and finally, we conclude our 
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paper in Section 5 by also giving future directions for 
research. Most of the authors have not discussed 
how to achieve costing accuracy when the 
requirements are volatile in the project. So, our 
paper tries to highlight this major problem. 

2. Volatile requirements 

Requirements that arise after software 
application has been implemented and deployed 
remain valid for some period of time after which 
they are removed to be reactivated later or to 
disappear forever. We call such requirements 
“Volatile Requirements” and the associated 
functionalities as “Volatile Functionalities” (Urbieta 
et al., 2013). 

2.1. Costing and volatile requirements 

It is obvious that the main cause for huge cost and 
time delay is a reliance on the human factor which 
has many drawbacks. In practice, when an 
application size of 50KLOC requires a high level of 
rework, research shows that a simple change can 
require 1.5 KLOC updates and which can constitute 
as much as 25-person-days of average work. Another 
discovery is that when components are added to a 
system after the project has finished and deployed, 
the costs are higher as compared to the costs that 
would have been incurred if the functionalities were 
suggested before the software was developed 
(Kalbani and Nguyen, 2010). It is notable that 
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delaying time to implement a change will decrease 
profits, increase costs and hold back potential 
business opportunities in a competitive world. 

2.2. Causes of volatile requirements 

The identified causes of volatile requirements 
include: 

 
 Conflicts of unambiguity among requirements 

(Nurmuliani et al., 2004).  
 User/customer knowledge evolutions (Al-Saiyd 

and Zriqat, 2015). 
 Change of user/customer priorities (Al-Saiyd and 

Zriqat, 2015). 
 Schedule, technical or cost-related problems (Al-

Saiyd and Zriqat, 2015).  
 Work environment change (Al-Saiyd and Zriqat, 

2015).  

 Selection of process model (Madachy and 
Khoshnevis, 1994).  

2.3. Effects of volatile requirements 

The identified effects of volatile requirement 
include: 

 
 Effort and schedule overruns (Nurmuliani et al., 

2004). 
 A decrease in productivity (Zowghi et al., 2000) 

(Zowghi and Nurmuliani, 2002). 
 Increase in a number of defects (Javed and Durrani, 

2004).  

2.4. Types of volatile requirements 

Harker et al. (1993) have classified the volatile 
requirements into four major classes and they are 
depicted in Table 1.  

 

Table 1: Classes of volatile requirements 
Requirement Type Description 

Mutable 
requirements 

This category of requirements change is a result of an operational environment changes in an organization. 

Emergent 
requirements 

It has been witnessed that as the software development process progresses, the customer gains more insight into the 
software and this improves his/her understanding of the software and that’s why they request a change. This can also 

be referred to as the transformation or evolvement of the user and customer. 
Consequential 
requirements 

The requirements which come up after the system deployment because of a change in the working procedures of the 
organization where the software was deployed. 

Compatibility 
requirements 

Requirements popping up because of changes in the business processes of an organization. The new and altered 
processes now want the deployed system to change as well. 

 

2.5. Process models and volatile requirements 

Process models are the reason behind 
requirement volatility in projects, a little prior 
analysis in their selection can prompt the developers 
about the type of requirement change that a project 
will undergo. Also, process models are used to 
manage volatility and by carefully selecting the most 

suitable process model, control over the project can 
be maximized.  

Sudhakar (2005) discussed a few process models 
and summarizes their pros and cons while handling 
project volatility in Table 2. Based on Chari and 
Agrawal (2018), the waterfall model is seen as a 
static and inflexible model when faced with changing 
requirements. 

 

Table 2: Classification of process models 
Process Models Definition 

Waterfall Model 
In this model development is sequential, moves from one phase to another and only has one iteration/phase. The entire 

iteration revolves around the traditional phases which are requirements analysis, design, coding, testing, integration, 
and implementation. 

Prototyping 
Model 

In this, the development process starts with requirement collection, moves to prototype and ends with user evaluation 

Incremental-
Iterative Model 

A project gets divided into mini-project; each mini-project being iteration represents a mini-waterfall model and results 
in an increment. 

Agile 
Methodologies 

These approaches are revolutionary and are often undertaken in places where teams collaborate rigorously to 
accomplish smaller tasks that are divided in a way so that they can be achieved in a small duration of time. These small 
iterations or cycles are also cost-effective. Many agile methodologies are proposed but Extreme Programming (XP) and 

Scrum are very popular in agile methodologies. 
 

3. Achieving costing accuracy 

We have several types of software costing and 
estimation models. Function points stay as the very 
classical regression approach for software costing. It 
is dependent on the analysis of system requirements 
(Sheta et al., 2015). These estimation models based 
on regression techniques conventionally function the 
estimates based on the historical data, collected on 
the completed projects by equating various variables 
and relationships therein (Fairley, 1992). The other 
widely used parametric models for software cost 

estimation comprises of COCOMO-II (Boehm et al., 
2000), SLIM (Putnam and Myers, 2013), SEER-SEM 
(Galorath and Evans, 2006) and ESTIMACS (Rubin, 
1983). These software estimation models churn the 
tentative cost, duration and efforts required for 
completing the software development. They include 
factors like the desired functional needs of the 
software and the size of the product. Along with 
these regression and parametric approaches, 
software engineering practitioners have also 
employed machine learning (ML) techniques for 
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predicting software cost estimates (Latif et al., 
2018). 

In software development one of the most 
important yet difficult activities is effective software 
project estimation. In the absence of reliable 
estimates, project planning and control is impossible 
and generally, the whole software industry fails to 
either estimate projects accurately or make use of 
the estimates in a fruitful manner. Because of this, 
the industry suffers needlessly and it is very vital 
that these problems are addressed. We have divided 
this section into two more subsections that can help 
us in achieving accuracy in software costing. 

3.1. Estimating software size 

While the magnitude or size of a project is not 
everything, it undoubtedly holds an overwhelming 
influence over most aspects of development 
particularly that relates to the cost and resources 
that are required for developing software.  

Without an accurate estimation of project size, 
planning is exceptionally difficult. We shall discuss 
four size estimating approaches: 

 
 The consensus agreed by experts, a very popular 

technique for this approach is Wideband-Delphi.  
 The proxy-based technique that utilizes the use of 

components for costing and estimation known as 
the standard components technique.  

 The classical Function Points technique 
 An algorithmic technique using constants and 

factors, very popular among which is COCOMO 

3.1.1. Wideband Delphi 

This technique invites experts generally from a 
similar domain to predict the cost and effort of a 
software system that is under development. The idea 
is that they all ultimately form a consensus after 
arguing with each other to reach a conclusion. The 
generic sequence of actions for wideband Delphi 
method is as under: 

 
1.  Different experts from a similar domain are 

identified and called. 
2.  They all meet to discuss the project at a specific 

location or meet through video conferencing. 
3.  Each member of the meeting gives a cost that 

he/she feels is appropriate. 
4.  All of them can see the costs that are given by each 

individual. 
5.  If all the estimates are close then this process is 

stopped else, they continue again from step 
number 2.  

 
It is useful to show all the rounds of estimates; 

around means the first accepted change by everyone 
after their initial estimates. This helps the estimators 
in observing how their estimates are converging or 
diverging. Fig. 1 shows a case where data has been 
collected from 25 different groups; it is evident that 
the error rate is much higher from simple averaging 

of their initial estimates compared to the error rate 
from Wideband Delphi estimating. 

 

 

 
Fig. 1: Estimation accuracy of simple averaging compared 
to Wideband Delphi estimation. Wideband Delphi reduces 

estimation error in about two-thirds of cases 
 

Fig. 1 shows that averaging the estimates of all 
experts can never give an accurate result which can 
be yielded by coming to a consensus for an estimate 
between all experts. This is the essence of success 
and accuracy in the Wideband Delphi technique.  

3.1.2. Components estimating 

Components estimating falls in the category of 
proxy-based technique. Proxy-based techniques are 
used when we use some artifacts related to the 
software that can help us in getting the expected cost 
and time duration of the software. In this technique, 
the components of the software system are used as a 
proxy. The number of components and their size is 
predicted by using the components information of 
some previous software system. Therefore, it is clear 
that this technique utilizes historical data or 
industrial data for calculating the size and the cost of 
the software. This technique works like this:  

 
1.  Collect data that is historically related to 

components of previous software developed by the 
same organization. If the data is of the developing 
organization, then its historical data whereas if it is 
of some other organization then its industrial data. 
It is a known fact that historical data will give a 
more accurate result than compared to industrial 
data.  

2.  Predict the most likely value for the total number 
of components for the software that is under 
development. We will call it (M).  

3.  Predict the optimistic and pessimistic values for 
the number of components. Obviously, the 
pessimistic value will have a large number of 
components and optimistic value will be of a lesser 
number of components. We denote the optimistic 
value by (S) and pessimistic value by (L). 

4.  The expected value formula can now be used to 
calculate the number of components required for 
the software to be developed. 

 

𝐸 =
(𝑆+(4∗𝑀))+𝐿

6
                                                                              (1) 
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5.  Once the total numbers of components are known 
again historical data that has the LOC/component 
can be used to calculate the total number of Lines 
of Code (LOC) for the entire software system. 

6.  A variant can be done to this technique and 
components can be classified differently with 
respect to their functionality. For example, the GUI 
component, database components, business logic 
components, etc. In this case, different categories of 
components will have a different number of LOC. 
This variant can be used in organizations that have 
a higher level of maturity.  

 
This is a simple direct approach related to the end 

product. Generally, this technique only helps in 
identifying the total number of LOC for the software 
system.   

3.1.3. Function points 

A number of costing models have adopted the FP 
approach (SPQR/20, ESTIMACS). One correlation is 
between the size and functionality of the software 
which is often directly proportional. Software with 
larger functionality is just as big in size and function 
point estimation uses this relation. The weighted 
count of a common function of the software is used 
to estimate a software size. These functions are 
usually: 

 
 The number of inputs: Any data supplied by the 

user is input.   
 Number of outputs: The data which is produced 

by the software be it for the user of some other 
software is classified as an 

 The number of inquiries: The output that is 
generated on the basis of some input by the user is 
regarded as an inquiry.  

 The number of data files: The overall number of 
files which are expected to be generated by the 
system.  

 The number of interfaces: The interface with 
which the software communicates with other 
software systems or even hardware devices.  

 
The total estimate for software by function point 

analysis is based on the number of times a single 
function occurs; weight is based on its complexity in 
the given project. For example Table 3 shows an 
estimation case using the function points technique. 

 

Table 3: An estimation case using function points 
technique 

Function Count Weight Total 
Inputs 8 4 32 

Outputs 12 5 60 
Inquiries 4 4 16 
Data Files 2 10 20 
Interfaces 1 7 7 

Total   135 
 

Function point analysis has a straightforward and 
elaborate method such as adjusting the function 
point total using influence factors. This makes the 

estimation and correlation more useful and there are 
better chances of achieving more accurate 
estimation results.  

3.1.4. COCOMO model 

When a mean between variables is derived, using 
statistical interpretation on historical data, it is 
called a regression model. COCOMO exists in three 
forms that are hierarchal in nature. It is simple to 
estimate the cost of this model (Shekhar and Kumar, 
2016). The first or basic COCOMO foregoes the Cost 
Drivers so it is valuable for quick, cursory and fast 
estimates of software costs but not more. The 
intermediate COCOMO takes these project attributes 
aka cost drivers into account and is far more 
detailed. Lastly, detailed COCOMO also factors in the 
effects of each project phase to estimate software 
costs.  

3.2. Estimating software effort, schedule, and 
cost 

We discuss estimating the effort, schedule and 
cost separately. The metric for the effort is persons-
month, which means that an effort of 4 persons-
months means that if four people work for a month 
on a particular project the project will be completed 
in a month. The schedule is always in calendar 
months and finally, the cost is always in terms of 
some currency, the actual expected amount that will 
spend on the project. 

3.2.1. Estimating software effort  

When you have a measure of the size of your 
product, you can calculate the effort estimate. The 
calculated effort will need some form of data along 
with the software costing model which has already 
been discussed in section 3.1. The evolvement of the 
process to acquire the cost of the software system 
from the size and effort requires the existence of a 
defined process that has major activities well defined 
and followed. The product is already known does not 
only constitute the code, but it has also been argued 
by researchers that coding is actually 15% to 25% of 
the total software development process. The other 
activities can be but not restricted to composing and 
reviewing documentation, making prototypes, 
structuring the deliverables, testing the code etc., 
takes up the bigger part of your overall effort. The 
ultimate goal is to develop the software which is 
equivalent to the estimate that was initially made. 
There are a couple of fundamental approaches to get 
an accurate effort and size: 

 
1) the most ideal route is to utilize your 
organization’s own recorded information to decide 
how much effort has past projects of almost the 
same estimated size have taken. This, obviously, is 
based on the premise that your organization has 
been reporting genuine outcomes from past 
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ventures; it is better if you have a few tasks of 
comparative size as this strengthens you reliability 
and highlights that you require specific resources to 
build the products of a given size; lastly it is also 
important that you will pursue a similar project 
lifecycle, utilize a comparable development strategy, 
utilize similar tools, and utilize a group with similar 
abilities and experience for the new project.  
2) The other approach can come into play when an 
organization has not been collecting historical data 
as the processes were not so strong and 
management never focused on the collection of data 
to improve the effort estimation process. Another 
reason for this could be that you are developing a 
new kind of software for the first time, the likes of 
which have not been made by your organization 
before. For such a case algorithmic approach such as 
Boehm et al. (2000) COCOMO model or the Putnam 
Methodology can be used to achieve an accurate 
effort estimate. These models have been derived by 
studying a significant number of completed projects 
and hence can give good results if they are used with 
proper analysis. But it should be clear that such a 
model can never achieve accuracy equal to models 
that based on historical data and they will always be 
less accurate. Still, they can give a good starting 
estimate when much of the things about the software 
which are under development are not known.  

3.2.2. Estimating software schedule 

From the effort estimate, if we combine the 
staffing profile and the work breakdown structure, 
we can get the overall project schedule. This contains 
the complete details of all the practitioners who will 
be working for a particular project distributed with 
respect to time duration. When you fill in these 
details you can acquire the project plan of the 
software which is under development. The project 
plan of the software will show the actual time for 
which the team will stay together working on a 
specific problem. The estimation of the schedule can 
also make use of historical data. Historical data with 
respect to productivity for individuals can further 
help the management is generating an accurate 
software schedule. In case if your organization does 
not follow a well-defined process for the estimate of 
a software schedule a rule of thumb is if you have the 
specified effort in staff month, you can divide that 
value of the effort with the team size which you wish 
to designate to a particular project. This will give you 
the completion times in months if the effort was in 
persons-month. For a simple example assume that if 
particular software has been estimated to have the 
effort of 60 staff-months and a team size of 10 will be 
used for developing the software a rough idea is that 
the project will require about 6 calendar months to 
complete.  

3.2.3. Estimating software cost 

We all know that the easiest way to calculate the 
labor cost is by multiplying the effort hours by the 

hourly rate of the labor. If we can add some more 
details and have salaries with respect to the 
designations and the effort in staff-hours with 
respect to the designations, then it can lead towards 
a much more accurate cost estimate of the software. 
The different wage structures can be with respect to 
the following designations like Technical, QA, Project 
Management, Documentation, Support, Junior 
Programmer, Senior Programmer etc. It also clearly 
shows the use of historical data.  

In this section, we have just talked about the cost 
that is incurred on personnel which is the 
practitioners who are involved in developing the 
software. There are many other factors that need to 
be incorporated for calculating the correct estimate 
of a software project. So, all the factors that can be 
considered for the calculation of overall project cost 
include the human capital cost, hardware equipment 
and programming resources, travel for the meeting 
or testing purposes, communications costs (e.g., 
long-distance telephone calls, video-conferences, 
etc.), instructional classes, office space, etc. Precisely 
how you add up total project cost will rely upon how 
your company designates costs. Maybe the 
organization does not dispense a few expenses to a 
single project and might deal with it by increasing 
the value of work rates ($ every hour). The most 
basic cost can be estimated by multiplying the 
project’s effort estimate (in hours) by a general work 
rate ($ every hour).  

4. Accurate estimates for software with volatile 
requirements 

This section is divided into three subsections; the 
first section discusses the strategies which are used 
to handle volatile requirements. The second 
subsection highlights the reality about costing 
impact for using the strategies for handling volatile 
requirements and the third subsection goes in detail 
of the software costing models that accommodates 
volatile requirements.  

4.1. Existing strategies to handle volatile 
requirements 

Thakurta and Ahlemann (2010), interviewed 11 
software project managers in Germany and the 
results of their survey findings are given in Table 3. 
The conducted interviews helped in identifying nine 
approaches to handle requirement volatility. The 
queries were based on Morehouse's (1994) 
guidelines and included questions regarding the 
managers’ demographics, SDLC methods, success 
rates, requirement volatility awareness, 
organizational setting, patterns of requirement 
change, background information on the project and 
the impact of requirement volatility on the project.  

Table 4 shows the nine approaches which were 
used by the authors and they added four more 
approaches and suggested a total of 13 approaches. 
They have also identified the frequency of a 
particular approach. The frequency shows what 
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percentage of a particular approach is used by the 
management to handle volatile requirements. As our 
paper gives a strategy to accurately estimate 
software with volatile requirements, we have added 
another column to show the costing impact of each 
approach. The costing impact shows that when we 
follow a particular approach for handling volatile 
requirements whether it will increase the overall 
cost of the software or will decrease it.  

One important factor here to observe is that the 
costing impact listed in Table 4 is the illusion in the 
management’s mind for incorporating a particular 
approach during software development. The actual 
impact can be different than as to what the 
management initially feels. In fact, we believe that 
the costing factor given in terms of implementing a 
particular approach is a myth that is there in 
management’s mind and the reality can be different 
from the stated cost impact. 

 
Table 4: Strategies of Thakurta and Ahlemann (2010) to handle volatile requirements for software 

Number List of Approaches Freq (%) Costing Impact 
1 Involving the business side in the project 11.3 Increase 
2 Negotiating the project scope 9.8 Decrease 
3 Rescheduling the project deadlines 9.0 Increase 
4 Active involvement in requirements management activities 8.3 Increase 
5 Proper documentation of procedures, activities, etc. 6.8 Increase 
6 Adjustment in the human resource of a project 6.4 Decrease 
7 Taking and Using Expert’s knowledge 5.6 Increase 
8 Making the project communications effective 5.3 Decrease 
9 Reducing the complexity factors of project 4.1 Decrease 

10 Readjustment of the overall project effort 8.6 Decrease 

11 
Including an additional variable in cost for additional 

requirements 
4.1 Increase 

12 Making a robust software architecture to withstand change 3.4 Increase 
13 Running training programs for the workforce 2.3 Increase 

 
As per the data in Table 4 an interesting 

phenomenon here is to notice that even a costing 
impact that management feels will increase the 
overall cost of the software will end up is decreasing 
the overall cost. Before going into the elaboration of 
a specific strategy from Table 4 as an example a brief 
reality about software reviews needs to be 
investigated. It is a known fact that reviews help in 
uncovering 60% of the overall software error and 
static testing is considered as a best practice in 
software development. It is again proved that 
investing a single dollar on review will help the 
organization save many dollars later. The same goes 
for the strategies to handle volatile requirements. If 
we look at the strategy number eleven from Table 4, 
the management feels that a robust architecture will 
increase the overall cost of the software. The reality 
is if a robust architecture is in place at the right time 
this can help in saving the cost later that is a huge 
amount of cost can be saved in programming and the 
testing phase. 

On the other hand, management feels that 
negotiating the project schedule or adjustment in the 
human resource of a project will lessen down the 
overall development cost. Well, this varies from case 
to case, if while negotiating the project’s scope 
management is able to get the scope lesser than to 
actually what it was initially then it will surely 
decrease the cost, otherwise if the customer is 
stringent about the project scope, it will end up in 
increasing the overall cost of the software. The other 
strategy here is adjustment in human resource of a 
project; management feels that they will be able to 
reduce the human resources allocated for a project 
and this will decrease the overall cost or will change 
the star performing people from this project that is 
under development and use the star performers in 
some other generally newer projects.  

Both cases that are either the lessening of human 
resources for a particular project or changing the 
practitioners of an ongoing project can lead to an 
increase in the overall cost.  

4.2. The reality about costing impact on using 
strategies to control volatile requirements 

As discussed in the previous subsection the 
reality of the costing impact of using a particular 
strategy to control volatile requirements can be 
different as to what the management perceives 
about a specific strategy. The management feels that 
some of the strategies can lead to an increase in the 
overall cost of the software which is undergoing 
development. We strongly believe and it has been 
witnessed in the case of software reviews also that if 
the strategies to handle the volatile requirements are 
performed at the right time, this will ultimately help 
in reducing the overall cost and effort of the 
software. However, the right time to use a particular 
strategy can vary from project to project and also on 
other factors whether they are internal or external to 
the software development activity. 

We form the opinion that if estimating effort, 
schedule and cost procedures are followed in a way 
as discussed in section 3 and handling volatile 
requirements strategy of section 4 are used 
intelligently then organizations can control the 
impact of volatile requirements which will lead them 
to achieve accuracy in their estimates. 

4.3. Existing software cost models that 
accommodate volatile requirements 

Organizations which are at lesser maturity level 
and where proper systems are not implemented 
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generally will not use the discussed approaches of 
section 4.1. They can still use the Post Architecture 
Model of COCOMO II. This model estimates in 
advance the amount of code you might need to 
discard and adjusts your product size due to 
requirement change by using a REVL factor which is 
(Requirements Evolution and Volatility).  

As we already know that neural net algorithms 
constantly change, so do fault diagnostic 
requirements and we can reduce this risk by adding 
20% to the project size based on REVL while the 
development code is being written. This helps to 
cope up with program growth and volatility. The 
impact of the increased size can be estimated in the 
COCOMO II model to compute project duration and 
delta effort. When the effort is adjusted at the 
appropriate time, the cost increase would have been 
included in the initial calculated cost. During the 
project development if volatile requirements creep 
in, so it will not affect the management as they must 
have calculated the overall cost of the software 
including the volatile factor.  

5. Conclusion 

Change of requirements can occur at any phase of 
development. Requirements Volatility is the measure 
of the rate of change of requirements not only in the 
development phase but in the operational phase too. 
It has a great influence on the software project 
schedule, cost and effort (Al-Saiyd, 2016). This 
cannot be completely eliminated but minimized. In 
this paper, we studied the impact of volatile 
requirements on a software project. We investigated 
their causes and suggested measures for handling 
them.  

As the focus of the paper was to accurately 
estimate software with volatile requirements, we 
presented approaches to correctly estimate software 
which has a volatile requirement. The paper also 
reviewed the important process models and also the 
software estimation techniques and models. Existing 
work exists to handle volatile requirements and we 
extending that by including the cost impact to the 
suggested strategies. The cost impact of using a 
strategy was given from the viewpoint of the 
management of the software developing 
organization. 

We intend to extend this study and would 
investigate case studies where the strategies for 
handling volatile requirements are used. It will help 
us in noticing the impact of those strategies on the 
overall cost of the software. We would also like to 
investigate the factors that help in identifying the 
right time in an ongoing software process to use 
different strategies for handling volatile 
requirements. Volatile requirements are a reality 
and they exist in almost all software projects. Lastly, 
the classification of volatile requirements with 
respect to different types of software can be another 
future direction for research and it can help the 
software community. 
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